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Absfraci—Today, Mobile Cloud Computing has been widely
used and can send complex computations to the stronger server
with more resources and get results from them to overcome the
limitations of existing mobile devices, such as battery level, the
amount of CPU and memory. Local mobile clouds, which consist
of the mobhile devices, are used as a suitable solution to support
real-time applications, especially?. Due to share bandwidth and
computing resources across all mobile devices, a task scheduling
is required to ensure that multiple mobile devices can effectively
assign works to local mobile clouds in such way that the time
limitation is considered and the amount of remaining energy is
estimated for reducing energy consumption. . In this paper, we
suggest energy-aware and adaptive task scheduler. The task
scheduler discovers resources based on controlling messages
periodically. This method, with an estimation of task completion
time, calculates energy consumption and the amount of
remaining energy in each processing node. Then, it schedules
current work with a possible adaptive method at the processing
node and sets time limitation in order to improve network
efficiency under unpredictable conditions. The resulis of tests
carried out on the proposed method compared to existing
methods show that the proposed method has the lowest energy
consump tion per successful task. Moreover, the proposed method
has scalability and high flexibility and can be deployed on any
network.

Keywords— Mobile Cloud Computing; Task Scheduling;
Advance Adaptive Probabilistic Algoritlon; Energy-aware;

I INTRODUCTION

Today mobile devices are one of the most important
requirements the have many lacks in calculation power, low
memory, and low battery capacity. For solving this problem,
mobile cloud computing 1s suggested In this occasion, a
mobile device connected to the remote server and result shows
in mobile devices. This way 1s recompensed some lacks but
because of delay and jitter of the network, this 15 inappropriate
for real-time application. In general, we have to two main
architecture. First ene is a remote cloud, in this architecture,
we have a powerful server with different hardware and
software that service mobile devices through WAN network
[11]. The second one 15 a local mobile cloud, this architecture
inclusive of mobile devices that closed to each other’s [12]
The profit of using load depletion 1s improved mobile devices
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energy gain through computing tasks with high energy

consumption to the powerful devices without energy
restrictions [12,9,13]. Task scheduling 1s always used for
decreasing completion time or Throughput [7,10]. In general
ttme scheduling 15 divided 1nto two categones: centralized and
non-centralized. In Centralized task scheduling, the decision
of scheduling 15 doing by the central controller based on all
participating node statically. Scheduling stopped if the central
controller failover [B]. Due to the scalability and flexibility,
non-centralized scheduling 15 very suitable for mobile clouds.
In this approach, each node 1s an independent and can make
decision based on their own policies and control scheduling
[6]. In this way, if the decision was taken by many nodes, each
node enhance itself and it causes of decrease system
performance [10,11].

For solving this problem, the scheduling suggested that
purpose of scheduling tasks from multiple source nodes can be
transported to the nearest processing nodes. Completing tasks
at the same time limit are due to the low energy consumption
But the problem of this method is not a consideration the
amount of energy remaining in the processing nodes The
suggested way of solving this problem by taking the amount
of energy rematning in the processing nodes In the proposed
method we have moreover the highest rate of completion work
and lowest energy per work, Awareness of the amount of
energy remaining in each processing node will be also.In this
case, the remaining energy in a process node 15 determined
until considered scheduling tasks in the next period.

oy

In the following section 2, we will discuss the basic
definmitions and methods. in Section 3, we establish energy-
aware scheduling algorithm for scheduling works. In section 4,
the proposed method compared with existing methods and
evaluated, Andin Section 5 Conclusion of the worle 15 done.

II. RELATED WOEK

A. Mobile Cloud Computing

MMobile Cloud Computing was introduced after the concept
of Cloud Computing. Mobile cloud computing, incorporating
cloud computing, mobile Internet, and mobile computing
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of these will be

respectively. Definitions
expressed in continue.

technologies

* Forum MCC, cloud computing will be defined as below
[1], sumply meobile cloud computing, point out 1s an
infrastructure where storage and processing of data occur
outside the mobile device. Mobile apps that require more
computing power and storage and run on the outside of a
cell phone store 1n the cloud.

* MCC descibed Aepona [2], the method as

algonithm for mobile applications whereby processing and

a new

data storage on mobile devices moved to a strong operating
system and centralized computing in the clouds This
concentrated program is accessible with an Internet
connection or a web browser on mobile devices. Mobile
cloud computing can also define as a combination of the
web, mobile and cloud computing definition. The most
famous application access to app and services on the

Internet [6,7].

B. Mobile Cloud Architecture

The overall architecture of mobile clouds divided into the
remote cloud and local mobile cloud In the remeote cloud
architecture, mebile device connects te a remote server. The
disadvantage of this architecture is its high latency of WAN
Therefore it's real-time

networl inappropriate  for

applications. The second type 15 local mobile cloud
architecture. The mobile architecture itself as a provider of
cloud-based resources This network architecture 1s used n
mobile ad hoc network (MANET). In this architecture works
are sent to the nearest processing node, to reduce latency in
the process of offloading Therefore second architectural,
mobile cloud architecture 1s suitable for real-time applications.
In [8] and [11] has been shown the effectiveness of using the
mobile cloud computing 1n discharge locally on schedule The
cloudlet architecture is based on the second architecture [11]
Cloudlet

support real-time applications. In this context, calculation of

architecture suggests a middleware framework
discharge occurs again, when a defect 1s detected or functional
limitations occur. The focus of the proposed method 15 the
utilize discharge to the local mobile cloud 1s similar to the past
works. But the focus of this method is to create an

independent worle with the ability to deliver.

C. Scheduler Architecture

Mobile Scheduling architecture plays important role in the
scalability, independence and performance of the system.
Schedule objectives 1in a local mobile cloud environment
usually related te work completion time and energy
consumption.

The proposed method has been used non-centralized
architecture for scheduling. related work Studies showed that

there are different criteria for the delivery of computing
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servers. The following equation 15 a fundamental condition for
improving the work completion [3,12].

L
S 8 5. (1
OnSuppose w is the amount of computation and di is the size
of data needs to be transmaitted for remote execution Let 5, be
the speed of the mobile device and 3, be the speed of the
server. B 15 bandwidth between the mobile device and the
server. On the left side of the equation, needed time to carry
out the task on mobile devices, on the right side, the time
required to perform a task on the server with the transmission
tume. offloading can expedite the completion of the work to
improve performance [7]. In [€], was introduced scheduling in
a dynamic and non-centralized approach called Community
aware scheduling algorithm (CASA) for the mobile network
The algorithm includes transmission phase and dynamic
scheduling phase, both phase to ensure rapid deployment and
optimization work together In this method, the job response
time shows the time between arrival and the time get a result
of the job If all nodes sent their demand to the processing
node, jobs will be done in the shortest response time. It also
reduces average waiting time in the queuwe In [18], A plan
based routing Qo3 OLSE as proposed This procedure uses
real-ttme application with heavy computer benefit for
It shows cloud service in MANET network
[16,17] In this way, the control messages are broadcast

transmission.

pertodically on the network Context on each node after
updated  Update the
information frequently give rise to a burden on the network,

recelving routing messages are
which can increase the number and size of routing packets.
Due to problems with previous methods, the proposed
methods 1n addition to solving problems, as well as plans to
calculate the amount of energy consumed Finishing time in
each processing node, the processor calculates the amount of
residual energy at each node and use it to reschedule tasks.
This method of non-centralized scheduling 1s based on local
feature has
flembility, scalability, and enhanced functionality. is one of

cloud mobile architecture this caused the
the most important requirements the have many lacks in
calculation power, low memory, and low battery capacity. For
solving this problem, mobile cloud computing is suggested. In
this occasion, a mebile device connected to the remote server
and result shows in mobile devices. This way is recompensed
some lacks but because of delay and jtter of the network, this

15 inappropriate for real-time application.

IT. THEPEOFPOSED ALGORITHM

A MAWET networks consist of a number of wireless
nodes that can be an undirected graph G (V, E) 1s modeled If

two nodes consider the following: UEY.VEV  TWe have one
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mane(x,v)EE if and only if dislu, v) < vt where dis(u, v) is
Euclidean distance between node u and v.

A direct connection between two nodes, which the
distance between them should be within radie range rt,
Computational processing power of node u 1s shown by mips
{million 1nstruction per second). According to [14], Eqn. (2)
gives that the power e consumed by a CMOS processor, 1n
watts, 15 equal to the activity factor o of the system
(percentage of gates that switch for each cycle, on average
50%) multiplied by the capacitance C of the CPTU, the voltage
V squared, the frequency £

e = aCV'"f

However, obtained data shows that the power of modern

CPUs 15 in line with the second power of work cycle. So1n
this article square of that was applied [13], Eqn. (3). Suppose
that the energy consumption of processors in each instruction
in line with mips, then:

en o mips,’ (3)

In each node ty, delay queue that refers to the waiting time
in the queue until the moment the work 15 labor-processor
systems. Energy consumption execution of the work consists
of two parts:
® Computational energy: energy that 1s wasted for execution of

the work by the processing node u.

Computation Energyj = e, x C; 4

e Communication energy: consumed energy within processing
node for unloading during communication. Community
energy consumption proportional to the amount transferred
or received data. H (3) 1s the number of hops from the source
node to processing node.

Computation Energyj = 2 x H{j) x (e, + &) » I (5)
The total energy consumed by the task j is as
follows:

Task Energy; = Computafion Energy; + Comnuoucafion Energy;

(6)

The total energy consumed by task n 1s as

follow:

Total Energy = Iy, Task Energy, (7

Completion time of task consist of these three
parts:
® t. . Queuing time processing node u where the 15 time to
wait before running the task.
® b ection EXecution time in processing node u
toxecusion = Cy/ mipsy (8)
®  loumison LDe time required to transfer data between
source and destination nodes.
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Lremmition = 2 x (H() - 1) » D,/ By, (%
Completion task j, time given to the node u 15, consist of
three general parts:

Task completion time; =ty ¥ teveoution T transmition (1om

“When a task has a good scheduler, if it is completed before
the deadline. That met through Eqn. (11). Otherwise, it fals.
Task complefion fime; < Ty (n
n is a number of all tasks, for scheduling task we have to
critenion: &)
Completion Rate = Number of Stccessful Task/n 12)

Total Energy
Nuraber of Suceessful Task (]3}

Average Energy per Successfid Task =

According to the lack of previeus methods that were
discussed 1n previous sections, we have proposed an advanced
adaptive probabilistic scheduling for task scheduling. Where
consist of two phase advance resource discovery phase,
advanced adaptive probabilistic scheduling phase. In the first
phase, the source node 1s able to get information about the
context of adjacent processing nodes. In the second phase, a
processing node selected for task j. The performance of the
two separate phases, improving the efficiency of local clouds.
Advance resource discovery phase: the proposed method 1s
based on the QoSOLSE. We recommend that the parameters
of the Routing table by adding the following parameters of
neighboring nodes to change two HELLO messages and TC
message.
® Device parameter: mipsy processing speed and
&, power consumption factor, re, remaiming
energy in the node u.

* Queue length: t, is the current queue length in
the node u.

In this phase, using the following message at
different time intervals message TC, discover and
detect contextual information about each node.
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| Resauree Dircovery Algovithm
B Contvol message (Hello message or TC message )
Chufput - Newghbor fable i(The table stonmg the node parameter for each node)

Funcenon | Handlz cantrol message and wprdare the neighbar table ar node u
Procodure boay
i

4

Dritialize the neighbor table

Listen control message

I (Mezrage Type == HELL(} MESSAGE]

Updhate the nerglhor tohle
& tviod o is o1 MPR nodel
Construct’ update ITC message

$

I (Megsame Type == TC_MESSAGE)

r

L4 i
Lpdate the neighor tabimein = fuun + 48

I fnod o 15 an MPR nods)

Forwerd the TC message to alf of i nerghhors

M e

fmlr,,:,ﬂ = I‘m.u.'_\-.'u = Ar.'.
Fig.1. Resource discovery algonthm

Advanced adaptive probabilistic scheduling phase: After
the discovery of nodes and their information, whenever a
source node u get a task j that provided by your local user.
Estimated

expenditure energy of task Energy;, and

completion time of task j, the method of the processing node
time; .. VEP These two variables are obtained according to
Eqn 6 and 10. Scheduler 'p' kept series of processing nodes
that estimated out of the Eqn 14 The scheduler selects a node,
according to the amount of energy remaining in each
processing node, a node selects. The probability VeP of a
processing node 15 selected py.

Task completion fime;y < Tj - tuargn (14)
o 1
e / 1
Task En erGYj i Loz Task Energy; ., (1%)
Ener gy yemonng = Energyy - Energy; (16)

In the proposed algorithm, al is failed the task, Af; is the

time difference, a2 is a successful task, Af; is a time

cifference of scheduler.
Advance adapiively probabilisfic scheduling al gorithm
Iput: (1) Neighbor table from phasel, (2) tash set J
Ouiput: scheduling (mapping)
Fiumetion: schedule the task to processing node in local mobile cloud
Frocedure body:
Set the mumber of consecufive successful tasks current a,=0
Set the mumber of consecufive failed tasks current a,=0
Set the mumber of consecufive successful tasksn, = 0
Set the mumber of consecufive faled tasks i, = 0
Taskj e Jarrives at source nede 1, record current fime _starf,
P g
{  Estimated task completion time, . = &, + bueewion  Loanmion
Task Energy,, = Computation Energy,, +
Commimication Energy, |
Energy g = Energy, - Energy,.,
If (estimated task complation time;, < T; - fuop ded
Frergy, e =00
F =P uv}
{
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1
P»u Task Ensrgy jw

N R
VEF" Task Energy

mipsy
Task complefion fime, =1t _complete - _start,
If (Task completion time, =T} {
b e ot
=0}
else {
n+;
n, =0}
Fo=alf
Energy, = ERETEV. i
a;= mg}
Fo>a)f
Fnergy, = ENETEV ininrs
a:=mn;}

Fig. 2. Advanced adaptive probabilistic algorithm

IV. THE PROPOSED ALGORITHM

To evaluate the performance of different scheduler we used
in the Local mobile cloud with Omnet ++ simulator In this
stmulation, the local mobile cloud consists of a group of
nodes, each node capable of transmitting a radic signal to
about 40 meters through a wireless cable with bandwidth
about 11Mbps and 802 11g standard In this simulation
scenartos, we have different tracks with 10 and 20 nedes, the
source node and 16-node, the processing nede. In order to
optimize the energy consumption of task time and energy
consumption for each processing node estimated and
calculated.

A. The Impact of different data size

Is We changes the volume of data in a fixed amount for
calculations. Totally we have three type of data volume: small,
medium and large. I small volume of data, size 15 umform
[1500,500] bytes and distnbuted in the network In cases
where the volume of data 1s medium and large, the uniform

calculation 15 [4500.3500] byte and [8500.7500] byte.

Table 1. Three different data size scenarios

Average data gize Average (empartytien
(ryte) amnourt
(millien Ensirustions)
Srnall Data 1000 j
Medinon Data 4000 100
High Data B000 168

Figure 3 shows that when the volume of data increases, we
saw a sharp drop in the rate of completion of the task. All five
scheduler, in this case, are the same. The reason for this
problem is that with the increasing volume of data, tasks
needed more time for data transmission. Because the
transmission media 15 shared between nodes and resulting 1n
increasing waiting time. When volume changes are medium or
high, the rate of completion task on the advanced adaptive
scheduling decreased only 9.7%. In schedulers, probabilistic,
adaptive probabilistic, advanced adaptive probabilistic and
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greedy task completion rate respectively %121, %165, %121,

and % 5.8
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Fig.3. Task completion rate ws. different data size

Figure 4 shows that the increasing volume of average
consumption energy for each successful task in all five
methods work successfully. This would reduce the rate of
completion of the task and increased communication energy.
By changing the volume of data from low to high, average

power consumption for each successful task in shifts
circulation  scheduling increased 13.87%. In schedulers,
probabilistic, adaptive probabilistic, advanced adaptive

probabilistic and greedy task completion rate respectively
%20.53, %23.0, %2566 and %2567 Advanced Adaptive
probabilistic Scheduling likely to have the greatest increase in
energy, DBecause this tends to choose more powerful
processing node, failed to improve the rate of completion of

the task at a time when tasks, There are shown 1n Figure 3.
3

S 25
¥ m Round Robin scheduler
]
= 2
i B Greedy scheduler
&
S
2 15 Prabiabllistic scheduler
5
(="
Vo1 = Aelaptive Probabilistic
E schedular
_: m Advance Adaptive
a5 Probabilistic scheduler
5
2

i) o) =

Small Data size  Mediam Data ske  Largs Data slze

Fig. 4. Average energy per successful task vs. different data size

B. The Impact of different Scale of Network

Network size also affects the scheduler performance. In
this experiment, the timeframe 0.4 seconds is considered for
TC message Figure 5 and Figure 6 shows that in a large
network has lower completion rate, but more energy can be
saved In a large-scale network 1n all five of scheduling, the
completion rate was reduced about %5 percent. As a result,
scheduling occurs harder. And in some cases can reduce the
performance of the system, This resulted in reducing
completion of task rates to 8.73% in the greedy scheduling.
While the Advance Adaptive Probabilistic Algonthm in both

network scale 15 only about %5 percent decline.

JCWR20717

olbadlipas (puil 8iS paogas

LSR9 RS9

VFRF alagpa g8 ¥l g P

100.00%
= 85 (.
&
d seom o
% mnook |
} - Nabeerk 1
g PR = Hetwiork
-t
A 7so0h |
70N . 2 z al
Fesundd Groedy  Probabiite Adaptive  Advancs
Raobirn schedule r scheduler probabilistic  Adaptive
schedule r scheduber Probabilistic

schedussr

Fig. 5. Task completion rate in small and large network

In figure 6, all five scheduling have a %12 5 higher energy
consumption than the large-scale network. The main reason is
energy consumption for transmission and reduces the rate of
task completion. Compared with other scheduling Advanced
Scheduler has average energy potential comparative in large
networks to 29 5% and in small networks 15 reduced to 11%.

23

19 1

iz

7

o o
as | .

Rownd Robin  Gre edy
scheduler  scheduler

™ Nebanr 1
= Menaork

Mwange Fnangy per Sucoesstul Tek 113

Probabdlistc  Adaptive Ay chiance
schecluler Probabiilstic  Adaptive
schacduler  Probahbilistic
scheduber

Fig, 6. Average energy per successful task i small and large network

V. CONCLUSTION

One of the most important challenges 1n the field of mobile
cloud computing systems reduces energy consumption and
Shortage computing power. Hence we need Assigned task
with complexity and requirement to more energy to the cloud
computing. Therefore, there must be scheduled to send these
items to the cloud. In this paper, we propose a probabilistic
algonthm for the mobile cloud, especially 1n real-time
application. The proposed scheduling 15 based on QosOLZE.
In this type of scheduling, source node receives context via a
periodical control message. And discover neighbor node via
source node. In this suggested method, in order to allocate for
increasing efficiency and system performance, the amount of
energy in each processing node was calculated It means that
two parameter fyyrem, BOErEVrumimmg 15 52t in a way to improve
efficiency in unpredictable condition, and the allocation wnill
act according to these two parameters. In general, the
expertmental results shows that the Advance Adaptive
Probabilistic scheduling might be able to reduce the average
energy consomption per successful tasks. Whereas the
completion rate 15 alse maintained Scheduling also can be
provided for fixed and mobile networks and 1s compatible
with different types, this type of scheduling 15 suitable for real-
ttme tasks Because the local mobile cloud architecture 1s
scalable and flexible.
used are used. In this protocol, both nodes trust and
confidence are used. The trust by each node for each routing 1s
calculated 1n 1ts routing table and the levels of trust depend

that a packet can reach its destination. Trusted node
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difference

advertised destnation nede and confidence

are calculated based on the

started to transfer current. Then, these values are used in the

routing decision.
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