
Arc
hive

 of
 S

ID

Journal of Rangeland Science, 2013, Vol. 3, No. 2                                                                  Hadidi et al. / 129 

 

 

                     Contents available at ISC and SID 

                      Journal homepage: www.rangeland.ir    

 

Full Length Article: 

 

Study on the Trend of Range Cover Changes Using Fuzzy 

ARTMAP Method and GIS 
 
Moslem HadidiA, Ali AriapourB, Marzban FaramarziC  
 
AM.Sc Student in Rangeland. Islamic Azad University, Borujerd Branch, Borujerd, Iran. (Corresponding 

Author). 

Email: hadidi@acecr.ac.ir 
BAssistant Prof., Islamic Azad University, Borujerd Branch, Borujerd, Iran.  

CAssistant Prof., Ilam University, Ilam, Iran.  

 

Received on: 12/04/2013 

Accepted on: 21/07/2013 

 

Abstract. The major aim of processing satellite images is to prepare topical and effective 

maps. The selection of appropriate classification methods plays an important role. Among 

various methods existing for image classification, artificial neural network method is of 

high accuracy. In present study, TM images of 1987, and ETM
+
 images of 2000 and 2006 

were analyzed using artificial fuzzy ARTMAP neural network within Mehrgan region, 

Kermanshah province, Iran, with an area of 5957 ha changes in range cover state in this 

basin during 3 periods of time from 1987 to 2000 and 2000 to 2006 were examined. In this 

study, initially, Land sat data for intended years were corrected geometrically and 

radiometric ally. Next, different land use classes were defined and training samples 

obtained via field visits. The obtained results show that, over time period of 1987-2000, the 

extent of low-density rangeland and farmland in study region had been increased by 89.09 

and 321.08 ha, respectively, while good rangeland and fair rangeland faced a declining 

trend of 358.29 ha and 48.89 ha. Also, during time period of 2000-2006, the extent of poor 

rangeland and farmland within study region has increased by 64.98 and 727.12 ha, 

respectively, while good rangeland and fair rangeland faced a declining trend of 144.01 ha 

and 648.1 ha. Accuracy of vegetation maps resulting from satellite data classification using 

algorithm of artificial fuzzy ARTMAP neural network was 90.97% and 94% for TM 

(1987) images and ETM
+
 (2000,2006) respectively which indicates high accuracy of 

ARTMAP algorithms for classifying satellite. Therefore, this study proves high efficiency 

and potential of artificial fuzzy ARTMAP neural network for classification of remote 

sensing images.  
 

Key words: Fuzzy ARTMAP, GIS, Landsat, Cover change, Change detection, Mehrgan, 

Kermanshah 
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1. Introduction 
Under hard conditions due to the lack of 

access to some mountainous and desert 

areas, having access to information on 

ranges at vast levels is a good 

justification for using remote sensing 

technique capable of producing 

information necessary to assess 

vegetation and to take an appropriate 

management practice in all regions. 

Given that Iran enjoys mostly arid and 

semi-arid climatic conditions and that 

54% of its land is covered by ranges 

(Mesdaghi, 1995), to apply satellite data 

to the field of studying vegetation 

requires development of models specific 

to this type of climate. the capacity of 

Geographic Information System (GIS) 

for integrating data layers resulting from 

field operations, and/or from remote 

sensing is higher than that of traditional 

methods, and it is obvious that its results 

are more expressive and accurate 

(Farzaneh, 1992). In addition having 

updated information about land cover, 

and having knowledge of its changes 

during one period of time is also 

important to planners and managers 

(Tachizuka et al., 2002). Methods of 

revealing changes are divided into 2 

categories: the first one includes those 

methods providing no information about 

the nature of changes, finally, resulting in 

a binary image, and only distinguishing 

changes from non-changes, not dealing 

with changes nature. Image subtraction is 

among these methods. The second one 

includes those methods showing nature of 

changes in addition to their magnitude, of 

which method of post-classification 

comparison is the most common (Jensen, 

1996). Major aim of processing satellite 

images is to prepare topical and effective 

maps for which selection of proper 

classification methods plays an important 

role. In order to develop advanced 

methods and techniques of classification, 

researchers have made broad and 

extensive efforts to improve classification 

accuracy, among them artificial neural 

network can be mentioned (Arekhi & 

Nyazi, 2011). Among different methods 

of classifying images, classification by 

artificial neural network has a high 

degree of accuracy. This method is 

considered as invaluable tool for 

classifying applications because it has 

made no presupposition on data 

distribution. For this reason, development 

of classification models with neural 

networks has attracted researchers‟ 

attention in recent years (Irmak et al., 

2006; Subramaniana et al., 1997). There 

are different types of methods of artificial 

neural network for classifying land use 

and cover, of which fuzzy method is a 

new one that used to do classification 

(Wijaya, 2005; Gahegan et al., 1999). 

Fuzzy set theory is a hypothesis for 

taking action under uncertain conditions. 

This theory is capable of listing many 

inaccurate and vague concepts, variables, 

and systems of providing grounds for 

expression, conclusion, control, and 

decision-making under uncertain 

conditions (Wang, 1990). 

Many studies and efforts have 

been done in the field of classifying 

multispectral images in order to map 

vegetation and land use. Using LISS-III 

sensor of satellite IRS-IC, Sugumaran 

(2001) compared methods of neural net 

classification and maximum likelihood 

for classifying forest land. Results 

showed that artificial neural net method 

out per-formed slightly better in 

separating water and hand-planted forest, 

but made no significant difference in the 

classification of natural homogenous 

forests (Sugumaran, 2001). Del Frate et 

al. (2005) used method of artificial neural 

network to classify urban areas, and 

reveal their changes. Jianjun et al. (2005) 

employed post-dissemination algorithm 

and neural net method to classify cover 

and use of Zyian city. They introduced 6 

spectral bands of TM/ETM images to 

neural network as inputs and classified 

the region into 6 types of land cover and 

land use. Tapiador and Casanova (2003) 
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prepared land use map of Segovia, Spain. 

In their research, they had used 

cartographic vector information, Landsat 

TM and IRS-ID satellite, and images 

along with a set of aerial photographs. 

All information was entered into 

Geographic Information System (GIS). 

Data Fusion method was used to improve 

image resolution power and neural net 

method was used to perform 

classification appropriately. (Tapiador 

and Casanove, 2003).  In order to classify 

land cover and use in Terminus region 

located in southeastern Mexico, Mas 

(2003) used multilayer perceptron (MLP) 

network of post-dissemination algorithm. 

Spectral bands 2, 3, 4, 5, and 7 of Landsat 

ETM
+
 sensor were set as inputs of neural 

net and 6 categories of land cover were 

prepared as outputs. Classification 

accuracy was reported at 82%. Amiri et 

al. (2007) used 3 fuzzy neural network, 

and minimum distance methods to 

classify satellite Quick Bird image into 3 

classes of vegetation, urban area, and 

water. They concluded that compare to 2 

other methods, neural net classification 

was of higher accuracy for study region. 

Hosseini et al. (2003) also used methods 

of artificial neural network and maximum 

likelihood to classify IRS-ID images for a 

region in north of Iran. Pal and Mather, 

(2003) found out that neural net method 

was more accurate than maximum 

similarity method so that 78.5% and 

86.19% were obtained for accuracy of 

maximum likelihood and artificial neural 

net methods, respectively. The aim of this 

research is to examine the trend of range 

cover changes and the effectiveness of 

artificial fuzzy ARTMAP neural net 

method in order for land use maps to be 

prepared by using remote sensing 

technique and Landsat satellite images.  

 

 

 

 

 

 

2. Materials and Methods 

2.1. Region situation 
Under-study region of Mehrgan, 

Ravansar, having an area of 5957 ha is 

situated almost in the east of Ravansar 

city about 3 Km apart. It is 62 Km apart 

from capital of the province of 

Kermanshah. Study region is at North 

latitude of 34 45' 05"- 34 39' 15" and 

East longitude of 46 41' 07"- 46 46' 

53", which is a part of aquifer basin of 

Gharahsu River, of sub-basins of 

Gamasyab River and Karkhe Olia 

branch-head (Fig. 1). According to 

Ambrezhe method, Mehrgan region has 

humid cold climate. Average annual 

rainfall was estimated at 664.7 mm for 

study region, the amount of which 

increase as elevation increases. 

Maximum amount of rainfall is observed 

during months of January, February, and 

March. Most of rainfall occurs in winter 

and the least amount of it occurs in 

summer. For study region, average 

annual temperature is 11.5C. Image 

processing and ground step's data were 

integrated with satellite data   (Fig. 2). 

 

 
Fig. 1. Location of study area 
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Fig. 2. Flow chart of research process 

 

2.2. Used data 
Used data in this research includes 

Landsat TM images dated on 09, 05, 

1987; Landsat ETM
+
 images dated on 

05,06,2000 and 05,06,2006 related to the 

path 167 and row 36; topographic digital 

and paper 1:25000 maps from 

Cartography Organization and other 

digital and printed information existing 

for the region; IDRISI and ENVI 4.5 

software of Remote Sensing; and 

ArcGIS10 software of Geographic 

Information System. 

  

2.3. Preparing images  
In order to prepare images, they were 

initially corrected geometrically and 

Radiometric. At first, geometric 

correction was performed by using 

ground control points (30 points) from 

topographic maps and by using global 

positioning system.  

 

 

 

Resulted Errors for images 1, 2, 

and 3 were 0.51, 0.49, and 0.50 pixels, 

which are highly desirable. In the next 

step, images were justified and turned 

northward by resampling with the nearest 

neighborhood method. In the next step, 

radiometric corrections were performed 

on images, which is necessary for remote 

sensing. Elimination of climate ill effects 

is more felt when the aim is to compare 

some multi period images (Mesgari, 

2002). In order to correct images 

Radiometric, Chavez‟s method including 

dark object subtraction (dark pixel value 

subtraction) was used. The values of dark 

pixel in images were reduced in order to 

have high accuracy for classification 

process (Chavez, 1996).  

 

 

 

 

 

 

Change Detection 

 
Image Processing 

 

Supervise classification 

 
Image classification 

 

Image rationing 

 

TM 1987 

Land use  

 

Artificial Neural Network 
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Re-classification 

 

Intensity Change Image 
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+
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+
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2.4. Image classification 
Satellite information classification means 

to separate similar spectral sets and to 

divide categorically those which have the 

same spectral behaviors. In other words, 

to classify pixels constituting images, to 

assign or introduce each of pixels to a 

particular class or phenomenon is called 

satellite information classification 

(Alavipanah, 2005). In satellite images 

classification, pixels having the same 

values fall in one group. Classification of 

satellite images is performed either in 

unsupervised or supervised form. In 

supervised classification, training 

samples are used to classify pixels, that 

is, by defining specified pixels in images 

for each of classes; the task of 

classification is carried out in the form of 

intended classes. In this study, the 

method of correlation between bands, 

false color composite 432 was used and 

created for years of 1985 and 2007 and 

supervised classification of artificial 

fuzzy ARTMAP neural network was 

performed. According to research aim 

and the types of cover existing in the 

region, 4 classes were identified, 

including dense, fair rangeland, poor 

rangeland and farmlands. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 3. Map of ground reality points 

 In order to test classification 

accuracy, some comparison were made 

with available use maps as well as field 

visits, that is, using other methods like 

field visit, reference map or ground 

reality were made for all parts of under-

study region perfectly. It was said that 

typical ground reality map was prepared 

for about 2.78% of the region area (Table 

1 and Fig. 3).  

In this step, ground reality map 

was prepared by field survey with 

randomly classified sampling method. 

After matching produced map with 

ground reality one, points were 

determined randomly on it and all points‟ 

coordinates were exploited by GPS with 

field operations (Table 2). In order to 

examine accuracy of image classification, 

using test samples, it was attempted to 

calculate accuracy by making use of error 

matrix and calculation of statistical 

parameters such as total accuracy Kappa 

Coefficient, accuracy of producer and of 

user. Next, majority filter was exercised 

in order to obtain a smooth image and to 

delete distributed pixels on images 

resulting from classification. An obtained 

result is presented from classification   

(Figs. 6-8). 
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Table 1. Area of ground reality points 

 

 

 

 
 

 

 
Table 2. Characteristics of points exploited from field visits 
Transects 
No. 

X (UTM) Y (UTM) Land Use Height 
 (m) 

Slop 
(%) 

Aspect Erosion 
 Rates 

Litter  
(%) 

Stone and  
Gravel (%) 

Bare Soil 
 (%) 

Vegetation  
(%) 

15 661648 3843645 Poor rangeland 1684 10 North East Rill 9.4 28.0 38.6 23.95 
18 658530 3844763 Poor rangeland 1648 25 North East Rill 11.5 29.3 38.0 21.20 
21 656333 3843929 Poor rangeland 1446 30 North West Surface 8.4 20.8 32.2 38.65 

5 660110 3838427 Fair rangeland 1583 30 South West Surface 6.5 22.3 26.0 45.20 
7 657938 3842845 Fair rangeland 1447 5 Southwest Rill 11.9 21.0 25.5 41.70 
8 659985 3842710 Fair rangeland 1550 20 South West Surface 2.6 26.2 31.8 39.40 

9 660326 3842602 Fair rangeland 1578 20 South East Surface 1.3 24.2 30.5 44.01 
11 660910 3842503 Fair rangeland 1618 25 South West Rill 0.0 8.5 11.0 80.50 
13 660218 3844067 Fair rangeland 1576 25 North East Surface 8.7 16.0 28.2 47.15 

17 659468 3845762 Fair rangeland 1786 35 North West Rill 9.4 21.7 32.2 36.75 
24 656930 3839701 Fair rangeland 1546 15 South West Sheet 1.8 26.0 35.0 37.24 
25 658580 3840256 Fair rangeland 1497 30 North East Surface 14.0 19.0 22.4 44.65 

26 660454 3839447 Fair rangeland 1551 5 South West Rill 12.2 16.0 28.4 43.44 
27 660918 3839518 Fair rangeland 1595 20 South East Surface 8.5 22.0 39.0 30.50 

29 660117 3840139 Fair rangeland 1605 10 South East Surface 8.7 15.9 28.8 46.61 
30 650117 3840077 Fair rangeland 1537 30 North West Rill 9.7 18.0 27.6 44.70 
1 656200 3841361 Good rangeland 1429 25 South West Surface 8.0 14.0 9.0 69.00 

2 657083 3840460 Good rangeland 1474 30 North East Surface 4.3 18.1 13.7 64.00 
3 658285 3839414 Good rangeland 1510 15 South West Rill 13.4 10.0 17.0 59.62 
4 659054 3838577 Good rangeland 1583 20 West Sheet 4.9 15.0 20.1 60.00 

6 660643 3837762 Good rangeland 1647 10 South East Rill 3.4 19.1 21.8 55.70 
10 660526 3842913 Good rangeland 1562 15 South West Surface 3.5 11.3 15.3 69.83 
12 661257 3842483 Good rangeland 1685 30 South West Rill 9.2 6.8 12.7 71.40 

14 661179 3844160 Good rangeland 1664 15 North East Surface 7.6 7.0 14.5 71.00 
16 659496 3844837 Good rangeland 1627 25 North West Surface 2.9 12.5 18.0 67.00 
19 658059 3844070 Good rangeland 1515 20 North West Surface 8.6 6.0 10.3 75.03 

20 657267 3843709 Good rangeland 1451 30 East Surface 8.7 6.4 7.0 78.00 
22 656324 3841093 Good rangeland 1440 35 South West Rill 8.6 7.0 9.8 74.65 
23 656483 3840497 Good rangeland 1473 25 South West Surface 1.3 14.1 18.2 66.40 

28 660766 3840334 Good rangeland 1671 20 East Rill 0.0 16.4 28.3 55.24 

Land Classification Area )ha) Area ()%  

Good rangeland 10.55 0.18 

Fair rangeland 62.41 1.04 
Poor rangeland 29.33 0.49 
Agriculture 64.2 1.07 

Total 166.49 2.78 
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2.5. Mathematical theory of 

artificial neural network 
Artificial neural network is, in fact, a 

simplified model of human brain. This 

network is a mathematical structure 

which is capable of displaying desired 

non-linear processes and combinations to 

establish relationships between inputs 

and outputs of any systems. This network 

is trained with available data during 

learning process and is used to make 

predictions in future. Neural networks 

consist of neural cells called neurons and 

connecting units called axons. In fact, 

neurons of artificial neural networks are a 

very simple form of biological neurons. 

Although artificial neural networks 

consisting of such neurons have faster 

speeds than biological neurons do, they 

possess less capability compared to them. 

Fig. 4 shows a simple scheme of a neural 

network model (Menhaj, 2000). As seen 

from the figure, each artificial neural 

network consists of 3 input, output, and 

latent layers (Carvajal et al., 2006) 
 

 
Fig. 4. A simple scheme of neural net model (Carvajal et al., 2006) 

 

On each of these layers, there are a 

number of neurons as processing units 

which relate to each other by weighed 

connections. Operations done within each 

neuron are as follows:  

At first, each neuron collects all 

inputs arrived at the cell; next, it subtracts 

neuronal threshold value from that; then, 

it passes that over a driving or activity 

function; and finally, it obtains neuronal 

output. Errors are minimized through 

some processes. Driving functions are 

used to transfer outputs of one layer to 

next ones. Among driving functions, 

sigmoidal, linear, and threshold ones can 

be mentioned.  

 

2.6. Artificial fuzzy ARTMAP 

neural network 
Fuzzy ARTMAP is a neural network 

introduced by Carpenter et al. (1991). 

Artificial fuzzy ARTMAP neural 

network is based on adaptive resonance 

theory. Structure of networks based on 

adaptive resonance theory with 

supervised training which is known as 

ARTMAP (Carpenter et al., 1991). The 

advantage of this method compared with 

traditional classification ones is that of 

it‟s  fewer parameters and high speed in 

processing. (Fig. 5), shows the structure 

of ARTMAP neural network. Any 

ARTMAP systems is made of two 

modules (ART a, ART b) creating 

stability recognition classes in response 

to desired tails of input models. These 

two modules are linked to each other via 

an interface module called area graph 

(Fab). Binary ARTMAP employs ART 1 

system as modules ART a and ART b 

while fuzzy ARTMAP takes advantage of 

fuzzy ART systems for this purpose, that 

is, operator  is replaced, for example, 

by fuzzy operator (Zadeh, 1965) (Fig. 3). 

Now, we turn to the examination of 

theoretical development of fuzzy. 

Definition 1- activity vectors: any ART 

system includes 3 layers: F0, F1, and F2

Multi-Spectral Image 
Classes 
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Layer F0 consists of determinant nodes 

of current input vector. Layer F1 receives 

inputs from its lower (F0) and upper (F2) 

layers. Activity layer F0 is denoted by 

 MIII ,......,0  and normative Ii 

components. Activity vectors F1 and F2 

are denoted by  Mxxx ,......,1 and

 Myyy ,......,1 , are shown. 

Definition 2- weight vector: for each 

node specifying some category in layer 

F2, weight vector  
Mjjj www ,.....,

1


exists as a long term memory.  

Definition 3- parameters: parameters of 

selection  0 , learning rate   1,0 , 

and supervision   1,0 are considered 

in fuzzy ART network.  

Definition 4- class selection: for each 

input I and each node j in layer F2, 

selection function Tj is defined according 

to Equal.1: 

j

j

j
wa

wI






      (Equation 1) 

Where Soft operator‟s |0| and  are 

defined as Equals. 2 and 3:  





M

i

ipp
1

(Equation 2) 

   iii
qpqp ,min (Equation 3) 

Selected class is specified by J, Equal. 4:  

 NjTT jJ ....1;max  (Equation 4) 

Under such conditions as y1=0; jJ and 

y1=1, activity vector F1 also follows 

Equal. 5:  

 

  

 

 

(Equation 5) 

 

Definition 5- resonance or replacement: if 

the following condition holds, then 

resonance phenomenon takes place 

Equal. 6:

 




I

wI j
      (Equation 6) 

It is obvious that when above condition 

does not hold, non-match determinant 

replacement command is ordered and a 

new index is selected instead of J and 

search continues for a category meeting 

condition (5).  

Definition 6- learning: once search 

process has completed, weight vector wJ 

is renewed on the basis of Equal. (7):                                
     old

J

old

J

new

J wIw   1)(

(Equation 7) 

Inputs to ART and ART b are in the form 

of complementary codes of  caaA , and

 abbB ,  in fuzzy ARTMAP network. 

xa and ya are determinants of output 

vectors aF1
 and aF2

, respectively. 
a

jw  Is 

the weight vector of jth node in ARTa. A 

similar notation is considered for ART b. 

This area graph is also xab determinant of 

output vector Fab and 
ab

jw  is 

determinant of weight vector from jth 

node of aF2
to

abF  

Definition 7- area graph activity: if one of 

classes of ART and ART b is activated, 

then 
abF  becomes active. If both ART 

and ART b are active, then abF will be 

activated in the case that ART is the very 

category predicted by ART b. abF  

output vector is determined by Equal. 8:  

 

                                                 

 

 

 

 

 











 



;0

;

;

;

b

ab

J

ab

J

b

ab

y

w

y

x

Jth of node is active and so is 

Jth of node is active but inactive 

 Inactive and  active 

  And are inactive         (Equation 8) 













jwI

I

x

If F2 is inactive 

If Jth is selected from 

layer F2 inactive 
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Fig. 5. Training trend in artificial fuzzy ARTMAP neural network (Ronald Eastman, 2009)  

 

Many researchers have emphasized on 

the importance of selecting training data 

to neural networks. Quality and size of 

training data set has the most effect on 

potential for generalization of results of 

neural net classification and on total 

classification accuracy. Size of training 

 

sets must grow commensurately with an 

increase in the number of input nodes or 

spectral bands, spectral variability of 

target classes, and accuracy of intended 

classification (Omo-Irabor, 2007). 

Structure and architecture of the network 

for study region as shown in (Table 3). 
 

Table 3. Structure and architecture of the network for study region 

Rep. No. yr. N= Neurons of Input Layer (F1) N= Neurons of Classification Layer (F2) 

4636 1987 12 1106 

3710 2000 12 1083 

4626 2006 12 1219 

 

In addition, 5 parameters must be 

specified for fuzzy ARTMAP method: 1 

selection parameter  (a positive small 

constant), 2 learning parameters 1 and 2 

(01), and 2 supervision parameters 1 

and 2 (usually set closely to 1). Initially, 

fuzzy ARTMAP parameters were 

specified, as shown in (Table 4). In order 

to study relationship between the 

classification produced and parameters of 

fuzzy ARTMAP. After that, each 

parameter was varied gradually and the 

levels of classification accuracy were 

calculated.  
 

 

Table 4. The best parameter values for creating optimum network in the study region 
Parameter Value 

Selection () 0.01 

Learning (1) 1.00 

Supervision (1) 0.98 

Learning (2) 1.00 

Supervision (2) 1.00 

 

3. Results  
In order to classify satellite TM (1987) 

and ETM
+
 (2000, 2006) images, land use 

classes were determined under 4 groups 

titled good rangeland, fair  rangeland, and 

poor rangeland as well as farm land 

classes, then, training samples were taken 

from the region by using satellite images 

and field visits. In the next step, land 

cover classes were introduced to under 
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study area. Having specified resolution 

degree of classes, we attempted to 

perform classification by artificial fuzzy 

ARTMAP neural net method. In this 

way, land cover maps related to the years 

of 1987, 2000, and 2006 were obtained 

(Figs. 6-8). Using 1: 20000 aerial 

photographs by doing field operations in 

the next step, satellite images and random 

sampling from under-study region, 

statistical parameters of producer 

accuracy, user accuracy, total accuracy, 

and Kappa coefficient were extracted, as 

shown in (Table 5).  
 

Table 5. Accuracy statistics for the classification result 
Class TM-1987  ETM+-2000  ETM+-2006 

 Producer's  

Accuracy 

User'  

Accuracy 

 Producer's 

 Accuracy 

User'  

Accuracy 

 Producer's  

Accuracy 

User' 

 Accuracy 

Good rangeland 93.10 99.12  85.74 70.91  82.57 81.67 

Fair rangeland 98.86 97.08  94.22 94.43  97.57 95.58 

Poor rangeland 97.24 93.07  89.93 95.77  97.11 94.63 

Agriculture 99.87 98.61  92.43 95.11  99.68 94.73 

Overall accuracy 98.27 -  92.09 -  95.23 - 
Kappa coefficient 97.55 -  90.05 -  94.77 - 

 

 
Fig. 6. Land use/cover classification map of 

study area, using Landsat TM 1987 
 

 
Fig. 7. Land use/cover classification map of 

study area, using Landsat ETM
+ 

2000

 
Fig. 8. Land use/cover classification map of study area, using Landsat ETM

+
 2006 
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From analysis of (Table 4), it can be 

concluded that, firstly, the highest degree 

of producer accuracy over 92% was 

observed with farmland cover class (for 

all 3 periods of time), indicating high 

potential of spectral resolution for this 

class. Secondly, based on the results, the 

lowest degree of producer accuracy was 

observed with good rangeland class. This 

class with producer accuracy of 82% was 

classified for the image of this region for 

year of 2006 In addition, the highest 

degree of user accuracy (over 94%) was 

observed with farmland cover class, 

which was classified for this region 

images. On the other hand, the lowest 

degree of user accuracy related to good 

rangeland class. Having used accuracy of 

70.91%, this class was classified for the 

year of 2000, which can be due to the 

complexity or proximity of boundaries‟ 

resulting from high spectral similarity to 

other classes and pixels mixed in training 

and experimental samples. 

  

3.1.  Post-classification comparison  
Having prepared land use/ vegetation 

maps for all 3 periods of time, we 

obtained areas of 4 land use classes. In 

order to make better comparison, changes 

occurred during 3 periods of time have 

been putted in (Table 6 and Fig. 9), 

showing that during period of 1987-2000, 

extent of poor rangeland and farm lands 

in the study region increased by 89.09 

and 321.08, respectively, while good 

rangeland and fair rangeland faced a 

declining trend of 358.29 ha and 48.89 

ha, respectively. In other words, it can be 

said that during this 13-year period of 

time, percentages of poor rangeland and 

farmland reached 8.38% and 23.53% in 

2000, respectively, from 6.94% and 

18.14% in 1987. On the other hand, 

percentages of good rangeland and fair 

rangeland density reached 6.33% and 

61.76% in 2000, respectively, from 

12.34% and 62.58%. 

During period of time of 2000-

2006, extent of poor rangeland density 

and farm land of under-study region 

increased by 64.98 and 727.12 

respectively, while good rangeland and 

fair rangeland faced a declining trend of 

144.01 ha and 648.1 ha, respectively. In 

other words, it can be said that during this 

6-year period of time, percentages of 

poor rangeland density and farmland 

reached 9.48% and 35.73% in 2006 from 

8.38% and 23.53% in 2000, respectively. 

On the other hand, percentages of good 

rangeland and fair rangeland density 

reached 3.91% and 5.88% in 2006 from 

6.33% and 61.76% in 2000, respectively.  

In general, it can be said that 

during this 19-year period of time (1987-

2006), percentages of poor rangeland 

density and farm land increased by 2.5% 

and 17.59%, respectively, while 

percentages of good rangeland and fair 

rangeland density decreased by 8.43 and 

11.7, respectively. These results indicate 

general destruction trend in the region 

through replacement of good rangeland 

and fair rangeland density by poor 

rangeland density farm lands.  

On the other hand, during this 

period of time, the amount of farm lands 

exhibited an exponential trend indicating 

population growth as well as increased 

human pressure within the study area.  

It should be noted that fair 

rangeland density accounts for most part 

of the region use, suggest better condition 

of the region in the past. 
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Table 6. Area and percentage of change of different land use/cover classes of 1977, 2000 and 2006 

classified images 

Class 1987  2000  2006  
1987-

2000 
 

2000-

2006 

 (ha) %  (ha) %  (ha) %  (%)  (%) 

Good 

rangeland 
735.34 12.34  377.05 6.33  233.04 3.91  -6.01  -2.42 

Fair rangeland 3728.23 62.58  3679.34 61.76  3031.24 50.88  -0.82  -10.88 

Poor rangeland 413.52 6.94  499.61 8.38  564.59 9.48  +1.44  +1.1 
Agriculture 1080.78 18.14  1401.86 23.53  2128.98 35.73  +5.39  +12.2 

Total 5957.86 100  5957.86 100  5957.86 100  0  0 

 

 
Fig. 9. Areas of land use/ cover classes of the Mehrgan region 

 

4. Discussion and Conclusion 
Geometric and atmospheric corrections 

of multi-time images are a prerequisite 

for any surveillance of change projects. 

Selection of proper dates for acquiring 

images and using an accurate method of 

change surveillance are major factors for 

performing study of change trends 

successfully. In this study, once 

geometric and radiometric corrections 

have been exercised, method of 

supervised fuzzy ARTMAP neural net 

classification was employed to study the 

change trends.  

Since the changes in land use/ 

cover were evident in Mehrgan region, 

above- mentioned method was used to 

reveal (surveillance of) changes occurred 

in the region. The aim of changes 

surveillance was to compare the same 

region over time.  

Many people have shown in their 

studies that the method of post-

classification comparison is one of the 

accurate methods of surveillance of 

changes in land cover; in this field, 

research done by Joyce et al. (1980), 

Sunar (1996) and Mas (1999) can be 

mentioned.  

Since the major aim of processing 

satellite imagery is to prepare topical and 

effective maps, selection of an 

appropriate classification algorithm plays 

an important role in this field. Currently, 

various types of classification method 

exist. Typical classification methods 

employ statistical techniques 

parametrically, including maximum 

likelihood, minimum distance, etc. 

Another new method used to perform 

classification in different areas is Fuzzy 

method. Fuzzy set theory which is used 

0

500

1000

1500

2000

2500

3000

3500

4000

Good Rangeland Fair Rangeland Poor Rangeland Agriculture

A
re

a(
h

a)
 

Cover Condition 

1987 2000 2006 2006 2000 1987 

www.SID.ir



Arc
hive

 of
 S

ID

Journal of Rangeland Science, 2013, Vol. 3, No. 2                                                                  Hadidi et al. / 141 

 

to resolve ambiguity in data is a new 

concept which displays information in 

such more complex situations as mixed 

covers or intermediate conditions better.  

The aim of present study is to 

examine the trend of range cover changes 

in Mehregan region by using supervised 

classification method of artificial fuzzy 

ARTMAP neural network for 1987, 

2001, and 2006. After making necessary 

corrections and initial imagery pre-

processing, it was attempted to classify 

satellite images by intended method. By 

comparing degrees of accuracy of 

classifications resulting from artificial 

fuzzy ARTMAP neural net algorithm for 

the years of 1987, 2000, and 2006, it was 

known that 1987 Kappa Coefficient was 

97.55% which was of higher accuracy of 

7.5% and 2.78% than those of the years 

of 2000 and 2006, respectively. Also, it 

was observed that the maximum producer 

accuracy (over 99%) related to farm land 

class (for 1987), indicating high spectral 

resolution potential for that class. 

According to the results obtained, the 

lowest degree of producer accuracy was 

observed with good rangeland density 

class. Having produced accuracy of 82%, 

this class was classified for images of the 

region (for 2006). 

Based on other results from this 

research, it can be said that during a 19-

year period of time (1987-2006), area 

percent‟s of poor rangeland and farm 

lands increased by 2.5% and 17.59%, 

respectively, while those of fair 

rangeland and good rangeland decreased 

by 8.43% and 11.07%, respectively. 

These results indicate general destruction 

trend in the region via replacement of fair 

rangeland and good rangeland by poor 

rangeland density and farmland. On the 

other hand, during this period of time, the 

amount of farmlands had an exponential 

trend, indicating population growth and 

increased human pressure within the 

study area. By integrating slope and use 

change maps, it was known that most 

changes have occurred on the slopes 

<20%, which is due to the suitability of 

such regions for farming. Since slopes 

>20% are less desirable for farming, less 

relative destruction has occurred in these 

regions and changes occurred are due to 

natural factors and regional formations. It 

seems that lack of accurate maps 

(cadaster) and of comprehensive 

supervision on natural areas along with 

socio-economic problems have made 

people change range lands is order to 

have access to more resources, changing 

them into other uses including irrigation/ 

dry farming ones depending on their 

needs.  

Results of this research are in 

agreement with those obtained by some 

researchers within various regions. For 

example, Lizarazo (2006),  Sugumaran 

(2001), and Hosseini et al. (2003)  which 

estimated higher accuracy for neural net 

method than those for other supervised 

classification ones during comparing 

them.  

By using artificial fuzzy 

ARTMAP neural net algorithm, degrees 

of accuracy of vegetation maps obtained 

by satellite data classification were set at 

97%, 90%, and 94% for TM (1987), 

ETM
+
 (2000), and ETM

+
 (2006) images, 

respectively, indicating high accuracy of 

this algorithm in classifying satellite data 

which is due to non-linearity and non-

parametric of artificial fuzzy ARTMAP 

network. In neural methods, distribution 

works inside training samples on the 

basis of data‟s own features and 

structures, and this is why neural 

networks are more successful in 

integrating data with different sources. 

Thus, making use of capabilities of neural 

networks provides possibility of 

increasing the number of classes and 

more accurately separating classes in 

applied projects while decreasing the rate 

of errors.  
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5. General Conclusion  
In present research, maps generated by 

fuzzy ARTMAP neural network have 

some accuracy over 90% for 3 periods of 

time of acquiring images. So it can be 

said that artificial fuzzy ARTMAP neural 

net classification is a suitable method for 

preparing land use/ cover maps, having 

capability of classifying highly 

accurately. In addition, neural net 

methods have solved some problems with 

parametric methods (maximum 

likelihood, minimum distance, etc.) by 

using a non-parametric approach.  
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        قجىِ ؾهجٖ ههٌَؾٖ آضتوپ فبظٕ خْت ثطضؾٖ ضًٍس تغ٘٘طاتضٍـ  اؾتفبزُ اظ

 پَقف هطتؿٖ
 

 ُ هؿئَل(َٗؿٌس)ًزاًكدَٕ وبضقٌبؾٖ اضقس هطتؿساضٕ، زاًكگبُ آظاز اؾلاهٖ ٍاحس ثطٍخطز، گطٍُ هٌبثؽ طج٘ؿٖ، ثطٍخطز، اٗطاى  ،هؿلن حسٗسٕ
 هٌبثؽ طج٘ؿٖ، ثطٍخطز، اٗطاى، اؾتبزٗبض، زاًكگبُ آظاز اؾلاهٖ ٍاحس ثطٍخطز، گطٍُ ؾلٖ آضٗبپَض

 ، اؾتبزٗبض زاًكگبُ اٗلام، گطٍُ هٌبثؽ طج٘ؿٖ، اٗلام، اٗطاىهطظثبى فطاهطظٕ

 چکیده

ثبقس، اًتربة ّبٕ هَضَؾٖ ٍ وبضآهس هٖإ، تِْ٘ ًمكِّسف انلٖ اظ پطزاظـ تهبٍٗط هبَّاضُ

-طجمِ ثطإ وِ هرتلفٖ ّبٕضٍـ ه٘بى زض وٌس.ثٌسٕ ًمف هْوٖ زض اٗي اهط اٗفبء هٖضٍـ هٌبؾت طجمِ

زض  .ثبقسهٖ ثبلاٖٗ زاضإ زلت ههٌَؾٖ ؾهجٖ ّبٕقجىِ ووه ثِ ثٌسٕطجمِ زاضز ٍخَز تهبٍٗط ثٌسٕ

ETM ، ؾٌدٌس1987ُؾبل  TM اٗي هطبلؿِ، تهبٍٗط ؾٌدٌسُ
ثب اؾتفبزُ اظ  2006ٍ  2000 ّٕب ؾبل +

آًبل٘ع  ّىتبض 86/5957ثب هؿبحت  هْطگبى اؾتبى وطهبًكبُزض حَظُ  قجىِ ؾهجٖ ههٌَؾٖ آضتوپ فبظٕ

 2000تب  1987زٍضُ ظهبًٖ، اظ ؾبل  ؾِضخ زازُ زض اٗي حَظُ زض پَقف هطتؿٖ  ٍضؿ٘ت قسُ ٍ تغ٘٘طات

ّبٕ  زازُ ٕ ضٍزض اٗي هطبلؿِ، اثتسا تهح٘حبت ٌّسؾٖ ٍ ضازَٗهتطٕ ثط  ثطضؾٖ گطزٗس. 2006تب  2000ٍ 

ؾپؽ ثب ثبظزٗسّبٕ ه٘ساًٖ، طجمبت هرتلف وبضثطٕ ٕ هَضز ًػط نَضت گطفت. ّب ؾبلهبَّاضُ لٌسؾت 

 زّس طٖ زٍضُ ظهبًًٖكبى هٖآهسُ  ثِ زؾتّبٕ آهَظقٖ اًتربة گطزٗس. ًتبٗح اضاضٖ تؿطٗف ٍ ًوًَِ

ٍ  09/89اضاضٖ هطتؽ ون تطاون ٍ وكبٍضظٕ هٌطمِ هَضز هطبلؿِ ثِ تطت٘ت ٍؾؿت  (1987-2000) 

وبّكٖ ثطاثط ثب  ضًٍس هطتؽ ً٘وِ تطاون، ثِ تطت٘ت ثب ٍ طتطاونوِ هطتؽ پ  ٖحبل ، زضٗبفتِ ٗفافعا ،08/321

اضاضٖ ٍؾؿت ( 2006-2000) ٖظهبًّىتبض ضٍثطٍ ثَزُ اؾت. ّوچٌ٘ي زض طٖ زٍضُ  89/48ٍ  29/358

وِ ٖ حبل زضٗبفتِ،   ٗفافعا ،12/727ٍ  98/64هطتؽ ون تطاون ٍ وكبٍضظٕ هٌطمِ هَضز هطبلؿِ ثِ تطت٘ت 

ّىتبض ضٍثطٍ ثَزُ  1/648ٍ  01/144وبّكٖ ثطاثط ثب  ضًٍس هطتؽ ً٘وِ تطاون، ثِ تطت٘ت ثب ٍ هطتؽ پطتطاون

ّبٕ ثٌسٕ زازُّبٕ پَقف گ٘بّٖ حبنلِ اظ طجمِوِ، زلت ًمكِ  آهسُ اٗي ثِ زؾتاؾت. اظ زٗگط ًتبٗح 

 TM   ٍ (2000(1987)  ثطإ تهبٍٗط قجىِ ؾهجٖ ههٌَؾٖ آضتوپ فبظٕ الگَضٗتنإ ثب اؾتفبزُ اظ هبَّاضُ

 ٍ2006)ETM
زضنس ثَزُ اؾت وِ ث٘بًگط زلت ثبلإ اٗي الگَضٗتن زض  94ٍ  90، 97ثِ تطت٘ت ثطاثط ثب   +

وبضاٖٗ ٍ لبثل٘ت ضٍـ قجىِ ؾهجٖ ههٌَؾٖ  تحم٘كثٌبثطاٗي اٗي إ اؾت. ّبٕ هبَّاضُثٌسٕ زازُطجمِ

 ًوبٗس.تهبٍٗط ؾٌدف اظ زٍض اثجبت هٖثْتط ثٌسٕ آضتوپ فبظٕ ضا زض طجمِ

 

وبضثطٕ، لٌسؾت، حَظُ  پَقف، تغ٘٘ط آضتوپ فبظٕ، ؾ٘ؿتن اطبؾبت خغطاف٘بٖٗ، تغ٘٘ط کلمات کلیدی:

 هْطگبى وطهبًكبُ
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