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Abstract:To support new Internet applications such as
voice over IP and video on demand, it is necessary to
design effective congestion control and queue manage-
ment algorithms. However, such a design is known to be
difficult because there are a variety of services support-
ed in the Internet and their various demands for Quality
of Service (QoS). This led to a new trend in using alter-
native techniques, such as Fuzzy Logic Controllers
(FLC) which have the ability to cope with the afore-
mentioned problems and provide more flexibility in
modeling congestion controllers as well. 
In this paper, we introduce Fuzzy BLUE queue man-
agement algorithm, a fuzzy improvement to the well-
known BLUE active queue management algorithm. The
proposed fuzzy controller, uses packet loss and normal-
ized queue length as input linguistic variables. The out-
put of fuzzy controller is the drop probability of BLUE
mechanism. To evaluate the performance of the pro-
posed model, a simulation software were developed in
C++ environment.  Based on simulation results obtained
from different trials, it can be seen that the proposed
Fuzzy BLUE algorithm outperforms the traditional
BLUE mechanism.

Keywords: Active Queue Management (AQM), BLUE
Mechanism, Fuzzy Logic Control, Congestion Control,
Quality of Services 

1. Introduction
During past few years, computer networks have experi-
enced an explosive growth in number of users and
amount of traffic. The TCP (Transmission Control

Protocol) congestion control was introduced into the
Internet in the late 1980's by Van Jacobson. The current
Internet can only provide the best effort service. In the
best effort services, however traffic is processed as
quickly as possible, there is no guarantee of timeliness
or actual delivery. By developing new Internet services,
quality of service has become much needed.  The
Internet Engineering Task Force (IETF) has proposed
two important models for providing quality of service in
the Internet: Integrated Services (Intserv) [1-3] and
Differentiated Services (Diffserv) [4-6]. In the Intserv
model, for each individual flow, the network resources
are reserved. This model uses the RSVP (Resource
Reservation Protocol)[7] as the signaling protocol. The
essence of the Diffserv is to divide traffic into different
classes and give them differentiated treatments.
Each router in the Internet uses two classes of algo-
rithms related to the congestion control, i.e., queue
management and scheduling. The queue management
algorithms manage the length of packet queues by drop-
ping packets when necessary or appropriate, while the
scheduling algorithms determine the packets to be sent
in sequel and are used primarily to manage the alloca-
tion of bandwidth among flows. The FIFO (First-In
First-Out) is the most common scheduling algorithm.
Packet dropping can be considered as a form of implic-
it notification of congestion.
Internet routers use queues to smooth spikes in incom-
ing packet rates. When the incoming packet rate is high-
er than that of the router's outgoing, the queue size will
increase; the amount of increase will eventually exceed
an available buffer space. When the buffer is full, some
packets will have to be dropped.  In the Drop Tail (DT)
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or tail-drop policy, which is the most widespread drop-
ping policy, if a packet arrives and finds the queue full,
it will then be dropped. It was shown that the DT mech-
anism interacts badly with TCP's congestion control
mechanisms leading to poor a performance. The AQM
is the pro-active approach of informing the sender about
incipient congestion before a buffer overflow happens.
By using AQM mechanisms, the senders are informed
in advance about congestion so that to react according-
ly. 
Random Early Detection (RED)[8-11] and BLUE [12]
are two important AQM mechanisms, proposed in the
literature in order to resolve the afore-mentioned prob-
lems caused by the DT mechanism. The RED mecha-
nism employs randomization to overcome efficiently
both the lockout and full queue problems without
requiring any changes at the end hosts. The purpose of
RED is to avoid queue overflow and tail-drop at each
router. By dropping packets randomly, packets of dif-
ferent TCP connections are likely to be dropped at dif-
ferent times. Therefore, the TCP flow control mecha-
nism for these connections will reduce their sending rate
at different times. 
In [13], the AQM that uses both load and queuing delay
to determine its packet drop/mark probabilities, has
been examined and then the Load/Delay Controllers
(LDC) which has the advantage of controlling the queu-
ing delay as well as accurately anticipating incipient
congestion, has been proposed.
In [14], a Closed-Loop Congestion Control (CLCC)
scheme on top of an existing AQM scheme to achieve
fair bandwidth distribution among concurrent respon-
sive and non-responsive traffic, has been proposed. The
new scheme has the advantage that it does not need to
estimate the level of responsiveness of traffic. The sim-
ulations results show that this extension significantly
improves fair bandwidth allocation for responsive and
non-responsive traffic.
There has been a notable lack of standardized perform-
ance evaluation of AQM schemes. A rigorous study of
the influence of parameterization on specific schemes
and the establishment of common comparison criteria is
essential for objective evaluation of the different
approaches. In [15], a evaluation framework for AQM
schemes has been proposed.
The effect of queue averaging on REDes ability to avoid
a bias against bursty traffic, to minimize queue size
oscillation, and to optimize the distribution of packet
drops over time in order to avoid global synchroniza-
tion, has been investigated in[16]. It has been shown
that a small degree of averaging is best to optimize the
performance metrics.

The approach given in [17], predicts the impact of its
own actions on the behavior of reactive protocols and
thus on the short-term future traffic without keeping per
flow state. It allows much faster convergence of the
main AQM parameters, at least towards a local opti-
mum, thereby smoothing and minimizing both conges-
tion feedback and queue occupancy. 
It is well known that active queue management is a
powerful tool to improve network performance, espe-
cially with respect to TCP's flow and congestion control
mechanisms. In addition, it is also suitable to realize pri-
oritization between distinct traffic aggregates. In [18] a
model for traffic prioritization and differentiation with
AQM has been proposed.
In [19] by using a previously developed nonlinear
dynamic model of TCP, a active queue management
control systems using RED, has been designed. The
RED's parameters have been related to the network
parameters such as propagation delay and load level.
In [20] a congestion control system that scales graceful-
ly with network capacity, providing high utilization, low
queuing delay, dynamic stability, and fairness among
users, has been designed.
In [21] a stochastic model of an ECN(Explicit
Congestion notification)  /RED gateway with compet-
ing TCP sources sharing the capacity, has been consid-
ered. As the number of competing flows becomes large,
the queue behavior at the gateway can be described by
a two-dimensional recursion and the throughput behav-
ior of individual TCP flows becomes asymptotically
independent. Furthermore, a Central Limit Theorem has
been presented, yielding insight into the relationship
between the queue fluctuation and the marking proba-
bility function. 
In [22] the stability conditions for congestion control of
the present Internet characterized by TCP-controlled
sources and buffer-based active queue management
schemes, has been developed. 
During the past few years, fuzzy logic has been found
many applications in telecommunication networks [23].
In [24-29], the authors proposed many different fuzzy
logic controllers for traffic management in ATM
(Asynchronous Transfer Mode) networks including Call
Admission Control (CAC) and Usage Parameter
Control (UPC). The concept of fuzzy threshold and
adaptive buffer management was proposed in [30]. As
shown in this paper, the fuzzy threshold buffer manage-
ment has a better performance than the traditional bina-
ry thresholds. In [31] the Fuzzy Explicit Marking
(FEM) was proposed, which can support Explicit
Congestion Notification (ECN), to provide congestion
control in TCP/IP best-effort networks using a fuzzy
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logic control approach. In [32], a methodology was pro-
posed to choose optimized fuzzy controller parameters
by using the Wang-Mendel and genetic algorithms and
applied to voice over IP problems in DiffServ domains.
In [33], the results of a fuzzy logic control approach for
RED implementation was developed for differentiated
services.
In this paper, we present a fuzzy extension of the BLUE
algorithm. The proposed model employs a fuzzy logic
controller to determine the drop probability. Simulation
results, which are shown in section 4, clearly indicate
that the proposed model has a better performance than
the traditional BLUE mechanism does. . The initial
results of this research effort has been reported in [34].
The reminder of this paper is organized as follows. In
section 2, some of the most popular AQM mechanisms
are discussed. The proposed fuzzy model is introduced
in section 3. Section 4 presents simulation results and
compares the performance of the proposed fuzzy BLUE
with that of traditional BLUE mechanism. Finally, sec-
tion 5 concludes the paper.

2. Evolution of AQM Algorithms
The Internet is increasingly facing packet loss and
queue delays due to its rapid growth. This may lead to a
congestion collapse [35] that will reduce the quality of
Internet applications. Active queue management tech-
niques try to detect and react to the congestion before its
consequences such as packet drops or queuing delays.
In reaction to a suspected congestion, AQM algorithms
proposed in [36] either drop packets early or mark them
as ECN to inform the congestion to the traffic sources.
The most important differences among AQM schemes
are the guess congestion time determination and the
marked/dropped packets selection. In this section, we
describe the evolution of AQM algorithms and list their
shortcomings.

2.1. The DT Algorithm
In this algorithm, only when a packet loss occurs due to
the queue overflow, sources are informed to reduce their
transmission rates. The time between detecting a packet
loss in the router and informing the source to reduce its
rate causes a large number of packets to be dropped
since the router cannot provide space for incoming
packets which have been sent with the previous rate.
This algorithm keeps the queues always full. It is unfair
with bursty traffics and can affect in lockouts [37].

2.2. The RED Algorithm
This algorithm is one of the first proposed solutions to
the active queue management. RED simply sets mini-

mum and maximum dropping thresholds, which are pre-
sented by minth and maxth , respectively. If the average
queue size (avg) exceeds the minimum threshold, RED
starts dropping packets based on a probability depend-
ing on the average queue size. If average queue size
exceeds the maximum threshold, then every packet is
dropped. A pseudocode of the RED algorithm is given
below:

For every packet arrival {
Calculate avg
If( )
{
Drop the packet
}
else if (avg > minth) {
Calculate the dropping probability pa
Drop the packet with probability pa, otherwise forward
it
}
else {
Forward the packet
}
}
As expressed completely in [11,12], RED contains

severe problems. The fundamental one is that it uses
queue length as a congestion indicator. This indicator
cannot completely show the severity of congestion. On
the other hand, average queue length varies with the
level of congestion as well as with the parameter set-
tings. As a result, the queuing delay of RED is too sen-
sitive to a traffic load and parameter settings [12].
Different variants of RED such as Stabilized RED
(SRED) [9] and Adaptive RED (ARED) [10] have been
proposed to fix some of its shortcomings.

2.3. The BLUE Algorithm
The main idea of this algorithm is to use different
parameters such as packet loss and link utilization to
detect a congestion and adjust the rate of packet drop-
ping/marking [12]. BLUE uses single probability, Pm,
which is used to mark or drop packets when they are
enqueued. If the queue is continually dropping packets
due to overflow, Pm is increased. If the link is underuti-
lized, the probability is decreased. The amount of
increase and decrease are d1 and d2, respectively. 
The rate of updating Pm is 1/freeze_time. This allows
Pm to take effect before the next update. The probabili-
ty is also updated when the queue length exceeds a
threshold L. In other words, it does not let the queue
become full. This allows space to be reserved in the
queue for occasional bursts. The BLUE algorithm is

5
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given below. Notice that "now" corresponds to the cur-
rent time while "last_update" corresponds to the last
time Pm was tuned.

Upon packet loss (or queue length > L) event
If ( (now-last_update) > freeze_time ) then

Pm = Pm + d1
last_update = now

Upon link idle event
If ( (now-last_update) > freeze_time ) then

Pm = Pm - d2 
last_update = now

The important features of BLUE are the minimal
amount of buffer space, the reduction of end to end
delay, the high link utilization and a very low rate of
packet loss [12].

3. The Proposed Fuzzy BLUE
In this section, we propose a novel approach for the
TCP congestion control, Fuzzy BLUE, which is an
extension to the traditional BLUE mechanism. The
main part of designing the Fuzzy BLUE is to design
the Fuzzy BLUE Controller (FBC) in a way to act as a
congestion controller in the routers. 
There exist two different methodologies for design of
fuzzy logic controller: trial-and-error approach and the
theoretical approach. To design Fuzzy BLUE, we used
the trial-and-error approach.  In this approach, a set of
IF-THEN rules are collected from an introspective
verbalization of experience-based knowledge; then
fuzzy controllers are constructed from these fuzzy IF-
THEN rules; finally, the fuzzy controllers are tested
and if the performance is not satisfactory, the rules are
fine-tuned or designed in a number of trial-and-error
cycles until the performance is satisfactory.
The steps of the Fuzzy BLUE design are taken as fol-
lows:

- Selection of input and output linguistic variables:
The input variables should characterize the key features
of the BLUE mechanism and the output variable should
be able to influence the state of BLUE mechanism. By
analyzing the BLUE active queue mechanism, we have
chosen packet loss and the normalized queue length as
two input linguistic variables. The output linguistic
variable is the drop probability (Pm).

- Selection of proper membership functions for input
and output variables: Because triangular and trape-
zoidal shaped membership functions offer more compu-
tational simplicity, we have used them for all three vari-

ables: packet loss, normalized queue and the Pm. 
Figure1 shows the membership functions of the input
and output linguistic variables. Based on this figure, the
term sets of linguistic variables packet loss and normal-
ized queue length are given below:
T(packet loss) ={ small, med (medium), big}
T(normalized queue length) ={low, mid (middle), high
}
The output term sets of fuzzy logic controller are also
defined as:
T(Pm)={zero, low, moderate, high}

Fig. 1:Membership functions of the input and output
variables:
(a) packet loss   (b) normalized queue length  (c) drop
probability

- Design of the fuzzy IF-THEN rule base: The design
of a proper fuzzy IF-THEN rule base is based on our
experience and beliefs on how the system should work
[38]. Design of a fuzzy IF-THEN rule base consists of
two steps: first, linguistic rules are set and then mem-
bership functions of linguistic values are determined. In 
Figure 2, we present the fuzzy linguistic rules used in
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the simulation. This fuzzy IF-THEN rule base is
achieved by means of human expertise and the knowl-
edge about system There are two ways for designing the
fuzzy IF-THEN rule base: trial and error approach and
theory approach [39]. In the trial and error approach,
based on the knowledge obtained from the experiment,
a set of fuzzy IF-THEN rules are constructed and then
the system is tested. If the desired behavior is not
observed, rules are again tuned. This process is contin-
ued till the functionality of the controller is satisfied. In
the theory approach, rules are designed in such a way
that a specific functionality of a parameter (such as
throughput) is guaranteed. 

For example, consider the first rule of Fuzzy BLUE rule
base as below:

Rule 1: if packet loss is small and normalized queue
length is low   then Pm is zero.

It is clear that when both packet loss and queue length
are low, so the congestion density is low too. In this
case, to increase the channel utilization, the drop proba-
bility of BLUE mechanism should be decreased.

- The fuzzifier and defuzzifier procedures: The fuzzi-
fier procedure defines the zone which each input value
belongs to according to its membership function. The
deffuzifier procedure, on the other hand, computes a
crisp value of an output variable. In the proposed Fuzzy
BLUE mechanism, we used the single-tone fuzzifier
and the Center Of Gravity (COG) defuzzification
method. The COG method chosses the control action
that corresponds to the center of the area with member-
ship greater than zero. The area is weighted with the
value of the membership function. For the proposed
Fuzzy BLUE, the final crisp output is calculated as:

where is the fuzzy set of control action.

- The Main process: As we mentioned earlier, the FBC
utilizes two input variables, packet loss and normalized
queue length. In certain periods of time, the values of
these two variables are monitored and fed to the FBC.
These values are then fuzzified using linguistic vari-
ables and the fuzzifier procedure. Referring to the rule
base, rules which are fired according to these fuzzified
values (i.e., the rules with the correct 'if' parts) are deter-
mined. To select between fired rules, we used the max-
min combination method which defines the zone which
the output value belongs to. The final step is to defuzzi-

fy the output value using the defuzzifier  procedure.
To understand the functionality of proposed Fuzzy
BLUE, we provide an example. In our Fuzzy BLUE
controller, we assume that the current packet loss and
normalized queue length are 0.2 and 0.595, respective-
ly. Thus we get that packet loss is "big" with degree 1.
A similar definition  of the linguistic variables in the
normalized queue length case yields "Low" with degree
0.1 and "Mid" with degree 0.5. Based on fuzzy rule base
given in figure2, we see that the following two rules
have a degree of match greater than zero:

Rule 7: if packet loss is big   and normalized queue
length is low   then Pm is zero;
Rule 8: if packet loss is big   and normalized queue
length is mid  then Pm is low;

The degree of membership is :

Accordingly, the consequences of the rules are:

)() Pmconseµ
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/* Linguistic rules of FBC */
Rule 1: if packet loss is small and normalized queue length is low   then pm is zero;
Rule 2: if packet loss is small and normalized queue length is mid  then pm is zero;
Rule 3: if packet loss is small and normalized queue length is high then pm is zero;
Rule 4: if packet loss is med  and normalized queue length is low   then pm is zero;
Rule 5: if packet loss is med  and normalized queue length is mid  then pm is zero;
Rule 6: if packet loss is med  and normalized queue length is high then pm is moderate;
Rule 7: if packet loss is big   and normalized queue length is low   then pm is zero;
Rule 8: if packet loss is big   and normalized queue length is mid  then pm is low;
Rule 9: if packet loss is big   and normalized queue length is high  then pm is high;

Fig. 2: Linguistic rules for FBC
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Figure 3, depicts the resulting fuzzy set of control action
as below:

By using the COG defuzzification technique, the final
crisp output of the Fuzzy BLUE is computed as below:

So, the packet are dropped with probability of 0.10499.

Fig.3: a) Rule consequence in the Fuzzy BLUE   b) the
output of max-min combination method

4. Performance Evaluation
In this section, by using computer simulation, we eval-
uated the performance of the proposed Fuzzy BLUE
and compared it with the traditional BLUE mechanism.
For this purpose, a software for simulation was devel-
oped in c++ environment. We perform the following
different trials to test the performance of our algorithm. 

Trial 1
In order to test the performance of the Fuzzy BLUE

controller, we used the network topology shown in fig-

ure 4. As shown in this figure, four traffic sources (each
have different link delay varying from 1ms to 2ms) send
packets to the network. The traffic source #1,#2,#3 and
#4 start to send traffic at time 0,0.2s,0.4s and 0.6s ,
respectively.  All links between the traffic sources and
the router have the capacity equal to 100Mbps. Packets

are passed through a bottleneck link in order to reach
the destination. The output link capacity of the router is
equal to 45Mbps. We also implemented the TCP New
Reno congestion control mechanism with TCP window
size of 100 packets. The buffer size of the router was set
to 100 packets. All packets are assumed to be of 1000
bytes length. For both Fuzzy BLUE and BLUE algo-
rithms, d1 was set to 0.01 and d2 to 0.002. Also, the
freeze_time was set to 10ms. The queue threshold, L,
was selected equal to 60% of the buffer size.
When the simulation starts, sources begin to send pack-
ets one after another. Packets are then enqueued within
the router's buffer. Whenever the queue length exceeds
L, the drop probability, Pm, is computed by executing a
fuzzy process. Arriving packets are then dropped
according to this newly computed probability in order to
prevent congestion. In addition, when the link is idle
(i.e. the queue is empty), the drop probability is recom-
puted in order to reflect the new conditions of the net-
work. Like BLUE, there is a delay (i.e. freeze_time)
between two successive computations of  Pm   in order
to let it take necessary effects.
In order to enhance the validity of results, we run the
simulation ten times. In figure 5, for both the proposed
Fuzzy BLUE and the traditional BLUE mechanisms,
the queue length is plotted versus simulation time. As
shown in this figure, it is clear that the Fuzzy BLUE
manages to keep the queue size significantly better than
the BLUE does. 
In figure 6, the number of lost packets is plotted versus

simulation time. It can be seen that for the proposed
Fuzzy BLUE, the number of lost packets is less that that
of the traditional BLUE mechanism. 
The throughput of both mechanisms is shown in figure
7. According to this figure, the Fuzzy BLUE has a bet-
ter throughput than the traditional BLUE mechanism.
This figure shows that the Fuzzy BLUE matches a near
100% throughput (99.99%).
The queuing delay of of both mechanisms is plotted in

figure 8. This figure confirms that both Fuzzy BLUE
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and traditional BLUE mechanisms have nearly the same
queuing delay.

Fig. 4: Network topology used for simulation

Fig. 5: Queue length versus simulation time for both
Fuzzy BLUE and traditional BLUE

Fig. 6: Number of lost packets versus simulation time
for both Fuzzy BLUE and traditional BLUE

Fig. 7: Throughput versus simulation time for both
Fuzzy BLUE and traditional BLUE

Fig. 8: Queuing delay versus simulation time for both
Fuzzy BLUE and traditional BLUE

Trial 2
In order to show the dynamic behavior of the pro-

posed Fuzzy BLUE, we performed a new trial with the
same network topology considered in the previous trail
(see figure 3).  The purpose of this trial is to evaluate the
performance of the Fuzzy BLUE under different net-
work traffic loads. At first, by increasing the TCP win-
dow to 120 packets we create conditions for more traf-
fic. As it is expected, the number of lost packets is
increased but the throughput matches nearly 100%.
From figures 9(a) and 10(a), we easily observe that the
Fuzzy BLUE completely outperforms the traditional
BLUE in both queue behavior and packet loss.
In order to see how the algorithm behaves in lower traf-
fic conditions, we reduced the TCP window size from
100 packets to 80 packets. As shown in figure 9(b), it is
clear that the queue size of the proposed Fuzzy BLUE
remains at a better level than that of the BLUE without
leaving the buffer empty. Furthermore, from figure
10(b), it is clear that the Fuzzy BLUE has a lower pack-
et loss than the traditional BLUE mechanism does.
These figures approve that in compared with the BLUE,
the Fuzzy BLUE achieves a better queue length while
keeping a higher throughput with a lower packet loss
rate. 
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Trial 3
In order to show how sensitive the variance of the pack-
et loss probability of the FBC is to the TCP window
sizes variations, we changed the window size from 5 to
200 packets. Figure 11 shows the results for both Fuzzy
BLUE and BLUE mechanisms. As it was expected, the
Fuzzy BLUE has a lower packet loss rate than the tradi-
tional BLUE mechanism does. As shown in this figure,
although for both mechanisms the packet loss rate
increases as the TCP window size increases , it is clear
that for each TCP window size, the proposed Fuzzy
BLUE mechanism in compared with the traditional
BLUE  has a lower packet loss.

Fig. 9: Queue length versus simulation time for both
Fuzzy BLUE and traditional BLUE 
a) TCP window = 120 packets 
b) TCP window = 80 packets

Fig. 10: Number of lost packets versus simulation time
for both Fuzzy BLUE and traditional BLUE
a)TCP window = 120 packets
b) TCP window =80 packets

Fig. 11: Packet loss percentage versus TCP window size
for both Fuzzy BLUE and traditional BLUE

Trial 4 
To evaluate the performance of both mechanisms in a
bursty traffic condition, we change the simulation con-
ditions in a way that the traffic source #0 starts sending
packets at the beginning of the simulation and the other
three traffic sources starts to send packets, 0.2 second
after the beginning of the simulation. This new scenario
causes sudden increases in the traffic load at the router.
We executed trials 1 to 3 for this new case. Figures12

to 16 present the results. As shown in figure 12, the pro-
posed Fuzzy BLUE has a better control over the queue
size with lower fluctuations even in a sudden traffic
increase situation. In addition, the packet loss rate of the
Fuzzy BLUE is lower than that of the traditional BLUE
(see figure 13).
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Fig. 12: Queue length versus simulation time for both
Fuzzy BLUE and traditional BLUE (new case)

Fig. 13: Number of lost packets versus simulation time
for both Fuzzy BLUE and traditional BLUE  (new case)

In figure 14, for different TCP window sizes (120 and
80 packets), the queue length is plotted versus simula-
tion time. This figure shows that the proposed Fuzzy
BLUE can control the queue length better than the tra-
ditional BLUE mechanism.  The packet loss percentage
at different values of TCP window sizes, are shown in
figure 15. Based on the results shown in figure 14(a), by
increasing the window size, more fluctuations is caused
in the queue length diagram of both algorithms.
Furthermore, from figure 15(a) it is clear that the pack-
et loss rate of the proposed Fuzzy BLUE is less than the
traditional BLUE mechanism. Based on the results
shown in figure 14(b), by reducing the window size to
80 packets, the queue size of both algorithms varies
slowly; however the fuzzy BLUE has a better queue
length behavior than the traditional BLUE mechanism
does. In this case the packet loss rate of Fuzzy BLUE is
further lower than the traditional BLUE, see figure
15(b).
Figure 16 shows the result of trial 3 for this new case. In
this figure, for both Fuzzy BLUE and traditional BLUE
mechanisms packet loss percentage is plotted versus
TCP window size. As it can be observed from Figure 16,
at different window sizes, in comparison with the tradi-
tional BLUE mechanism, the proposed Fuzzy BLUE
has a better performance.

Fig. 14: Queue length versus simulation time for both
Fuzzy BLUE and traditional BLUE (new case)
a)TCP window = 120 packets
b) TCP window =80 packets

Fig. 15: Number of lost packets  versus simulation time
for both the Fuzzy BLUE and the traditional BLUE
(new case) 
a)TCP window = 120 packets 
b)TCP window = 80 packets
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Fig. 16: Packet loss percentage versus TCP window
size for both Fuzzy BLUE and 
traditional BLUE (new case)

Trial5
To simulate a more practical case, we added another

router to the simulation topology; this lead to a two router
network with two queues, one for each router.
Furthermore, to have a more traffic load, we increased the
window size to 120 packets. The link capacity between
the new router and the destination was set to 43 Mbps. We
then measured the average of the two queue sizes and
also the average of the two packet loss rates for 10 differ-
ent runs. Results are shown in Figures 17 -19. Obviously
observed that  the fuzzy BLUE  has both a lower packet
loss rate and a better management of queue size.

Fig. 17:. Average queue length versus simulation time
for both Fuzzy BLUE and traditional BLUE (two
routers)

Fig. 18:Mean number of lost packets versus simulation time
for both Fuzzy BLUE and traditional BLUE (two routers)

Figure 19. Queuing delay versus simulation time for
both Fuzzy BLUE and traditional BLUE (two routers)
`
5. Conclusions
With new services emerging in the Internet every day,
the current AQM and congestion control mechanisms
seem not to have enough capability to cope with new
needs. Fuzzy logic control, in turn, is a well-known
technique for designing feedback control systems. The
application of fuzzy control technique to the problem of
congestion control is appropriate due to the problems
we will face in obtaining a precise model using conven-
tional methods. In this paper, we introduced the Fuzzy
BLUE which acts more effective and robust in compar-
ison with other approaches including the traditional
BLUE. To evaluate the performance of the proposed
Fuzzy BLUE, different trials were performed. Based on
the simulation results, it was shown that the proposed
Fuzzy BLUE achieve a high throughput. Furthermore,
simulation results show that the proposed Fuzzy BLUE
mechanism has a better loss performance as well as a
queue length behavior than the traditional BLUE mech-
anism does.
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