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Abstract: Most available control theories assume that a
control structure is given at the outset, so they do not
use the provisions of control structure design. Control
structure design tries to close the gap between theory
and practice. In fact control structure design helps the
designer to utilize the maximum capability of the sys-
tem. Control structure design is clearly more important
in large-scale systems. 
Power systems are large-scale systems that are subject
to low frequency oscillations. These oscillations
degrade the system performance. Power system stabi-
lizers (PSSs) are used to improve the performance of
power systems. Determination of the suitable signal for
applying to power system stabilizer and determination
of the PSS locations is an important issue in power sys-
tems.
Some control structure design measures are introduced
in this paper. These measures are used to determine the
inputs, outputs and control configuration based on a
systematic procedure that reduces the reliance on exper-
iment and the art of the designer. Applicability of these
measures in power systems is shown. Selection of a
suitable signal for applying to a power system stabilizer
and determination of the PSS locations are the major
contributions of this paper.

Keywords: Power system stabilizer, singular value
decomposition, relative gain array and block relative
gain.

1.Introduction
Most available control theories assume that a control
structure is given at the outset. The first step for an engi-
neer is to determine the variable that should be con-
trolled, the variable that should be measured, and the

input that should   be   manipulated.    Control    struc-
ture design leads to   closing    the   gap between theory
and application in this area [1]. Singular value decom-
position (SVD), relative gain arrays (RGA) and block
relative gains (BRG) are used as some measures in con-
trol structure design [2-3].  
Power systems as large complex multivariable systems
are suitable systems to consider the feasibility of apply-
ing control structure design on them. With the increas-
ing interconnection of power systems, electromechani-
cal oscillations restrict the steady-state power transfer
limits and affect operational system economics and
security. As a consequence these oscillations have
become one of the main problems requiring solution in
assessing power system stability. Power system stabiliz-
ers are used to overcome this problem [4].
Modal analysis offers a special application in power
system stabilizers to improve system oscillation stabili-
ty [5-6]. Singular value decomposition (SVD) has been
proposed as a measure of the distance of a controllabil-
ity and observability matrix from singularity in a state
space model [7-8]. This distance is used as an index to
compare the ability of inputs to control an oscillation
mode.
The abovementioned analysis is based on the conclu-
sions drawn from the eigenvalues and left and right
eigenvectors of the full power system state matrix. For
large power systems it can hardly be used because of the
numerical difficultly in the eigen solution of their huge
state matrix. It is also illustrated in [9] that if the system
has oscillation modes close to each other, indices
according to modal analysis do not work correctly.
This paper deals with these difficulties by using suitable
control structure design measures. This method guar-
anties not only its applicability on systems with modes
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close to each other but also the order of matrices
involved in the calculation is no higher than the number
of machines in a power system [10-12].
The paper is organized as follows: suitable control
structure design measures are briefly described in
Section 2; application of control structure design indices
on power systems is described in Section 3; and finally
results of simulation studies on a multi-machine power
system are described in Section 4.

2. Indices in control structure design
Singular value decomposition, relative gain array and
block relative gain are suitable measures in control
structure design and their applicability to power systems
seems to be feasible. 

"Singular value decomposition

Consider M is a constant matrix in . Then M can
be decomposed into its singular value decomposition
according to the following theorem.

Theorem: Let , then there exist  ,

and unitary matrices and such that:

(1)

w h e r e ,

w i t h a n d , a n d i s
complex conjugate transpose of V. The column vector
elements of U, identified by ui ,are orthogonal and of
unit length, and represent the output directions. The col-
umn vector elements of V, identified by vi , are orthogo-
nal and of unit length, and represent the input directions.
These input and output directions are related through
singular values by:

(2)

It means that if an input is applied in the direction vi ,
then the output is in the direction ui and has a gain of 
. Input direction vi for i>r corresponds to inputs that do
not have any influence on outputs and similarly output
direction ui for i>r corresponds to the outputs that can-
not be accessed by any input. Since the diagonal ele-
ments of S are arranged in a descending order, it can be
shown that the largest gain for any input direction is
equal to the maximum singular value . So one can
write:

(3)

where d is any input signal and is the Euclidian
norm. Expansion of (1) leads to:

(4)

Singular value decomposition has the ability to find the
most effective input and output direction.
Controllability and observability of oscillation modes in
power systems can be considered by input and output
direction corresponding to maximum singular value at
neighborhood of oscillation mode. Indeed the peaks of
singular values versus frequency plot indicate the fre-
quencies at which the system is likely to exhibit dynam-
ic stability problem. The output direction corresponding
to the largest singular value provides an indication of
the relative contribution of different outputs at that fre-
quency [12].

"Relative gain array (RGA)

The relative gain array (RGA) was introduced in [13]. It
provides the designer with a quick assessment of inter-
action among the control loops of a multivariable sys-
tem. The relative gain array of an   matrix G is defined
as

(5)

where (.)i is pseudo inverse, (.)T means transpose and
denotes element by element multiplication. The

RGA has a number of interesting control properties, of
which the most important ones are [14].

-For a non-singular square matrix G, RGA(G) is inde-
pendent of input and output scaling. For a full row rank
matrix, it is independent of output scaling and for a full
column rank matrix, it is independent of input scaling.

-The sum norm of the RGA matrix is very close to the

minimized condition number . This means that plants
with large RGA elements are always ill conditioned.

-The RGA of a matrix can be used to measure diago-
nal dominance, by the simple equality

(6)

For decentralized control to avoid instability caused
by interaction in the crossover, one should prefer pair-
ing for which the RGA number at crossover frequency
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is close to zero.  Also, to avoid instability caused by
interactions at low frequency, one should avoid pairing
with negative steady state RGA elements.

-RGA elements imply sensitivity to element-by-ele-
ment uncertainty. The non-singular and square matrix G
becomes singular if one makes a relative change in
the ij-th element of G. That is, if a single element in G
is perturbed from gij to gij in eq. (3), then G becomes
singular.

(7)

Thus, large means that, with small change in gij , G
becomes singular.

-The i-th row sum of the RGA is equal to the square
of the i-th output projection and the j-th column sum of
the RGA is equal to the square of the j-th input projec-
tion as below:

(8)

(9)

where is a vector with a 1 in position i
and zeros elsewhere, ur and vr respectively are the out-
put and input directions with non-zero gains extracted
from singular value decomposition.
So relative gain array can exhibit the interaction of dif-
ferent input/output pairs on the total system. This prop-
erty can be used in the detection of convolving genera-
tors in each oscillation mode. 

"Block relative gain (BRG)
The original definition of the relative gain as a scalar,
has limited its applicability exclusively to SISO control
loops. The relative gain array concept and its properties
were extended from a scalar to a matrix form in [15] by
defining it as block relative gain (BRG). It yields a more
powerful synthesis framework that can address a broad-
er class of control problems such as the synthesis of
decentralized control structures that are not restricted to
SISO control loops.
Consider a square transfer function matrix G(s)
partitioned as below:

(10)

Outputs y1 are interconnected with the first m inputs  u1

and the last n-m outputs y2 are interconnected with the

last n-m inputs u2 .
Relation between u1 and y1 when the last n-m loops are
open is:

(11)

If one considers perfect control on the last n-m loops
then relation between u1 and y1 is given as [15]:

(12)

(13)

where BRGi and BRGr left and right block relative
gains correspondingly, are defined as:

(14)

(15)

When BRGi=I which implies BRGr=I , the perform-
ance of the block is isolated from the rest of the
plant and operates under the influence of only its own
control law. According to this property, closeness of
BRGi or BRGr to identity matrix is a measure of inter-
action.
Abovementioned property of BRG can be used in the
detection of convolving generators in each oscillation
mode. 

3.  Determination of PSS Location
In a multi-machine power system it is important to
determine the best location for the application of power
system stabilizers. Following algorithm can be use to
identify generators that contribute in each oscillation
mode and the best location for the installation of the
PSSs.
1-Consider set points of different exciters as input can-

didates and speed of different generators as output can-
didates.

2-Extract transfer function matrix for input and output
candidates and do scaling [16].

3-Find the oscillation modes [12].
4-Find convolving generators in each oscillation mode

by one of the following indices.
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"Singular value decomposition index: The proposed
technique depends upon distinguishing the contribution
of various generators to each oscillation mode by find-
ing the minimum number of generators for which the
corresponding reduced transfer function has the maxi-
mum singular value near to the largest singular value of
the whole system at that frequency. To do this, the row
and column corresponding to each generator is omitted
and its effect on the maximum singular value is exam-
ined. If the reduction in the maximum singular value is
small, one understands that this generator does not con-
tribute in this mode. Otherwise, this generator is con-
tributing in this mode. Repeating this method for all
generators and omitting the non-contributing ones, it is
possible to find the minimum number of generators
whose corresponding reduced transfer function has
maximum singular value near to the largest singular
value of the real system at that frequency [12].

"Relative gain array index: RGA elements are con-
sidered in the frequency of oscillation mode. The sys-
tem has large sensitivity of element-by-element uncer-
tainty for large elements in RGA matrix. Each mode of
oscillation is due to contribution of many generators
that have large interaction among them. Large RGA
elements are a measure of interaction, so one can find
generators that contribute in each oscillation mode
through RGA elements [12].

"Block relative gain index: The contribution of vari-
ous generators to each oscillation mode can be extract-
ed by considering their BRG. Block relative gain of con-
tributing generators in each oscillation mode must be
close to identity matrix. This property is used to distin-
guish the contribution of various generators to each
oscillation mode [2].
5-Delete from the transfer function matrix generators
that do not contribute to the oscillation mode. The best
location to apply PSS can be found by one of the fol-
lowing indices. The attention is focused on the use of
local controllers. Because of practical reasons, signals
of distant generators are generally avoided for applica-
tion to the PSS.

"Use of reduction in maximum singular value:By
deleting the column and row corresponding to each gen-
erator in turn, and checking the maximum singular
value of the remaining system, best PSS location for
improving each oscillation mode can be found. A gen-
erator, the deletion of which leads to the smallest mag-
nitude of the maximum singular value of the remaining
system, is the most effective generator for that mode
and is thus the most appropriate location for a PSS to
damp this mode. This procedure combines the control-
lability and observability measures in one step [2].

"Use of input and output direction from SVD and their
product: The input and output directions of transfer
function matrix and their products at the neighborhood
of oscillation mode are equivalent to controllability,
observability, and residue correspondingly [12]. This
property is used to select the suitable unit to which a
PSS should be applied.
6-Repeat steps 2-5 for different operating points. Try to
find the best location of PSS for each oscillation mode
that is suitable for the whole operating points.
7-If one cannot find a local decentralized PSS for some
oscillation mode that is viable for the whole operating
point, the following steps are suggested.

"Signals from other generators: Use additional sig-
nals from distant generators as PSS input.

"Other type of controller: Use other types of control
equipment, such as FACTs, that change the effective
parameters of the transmission line.
Steps 4 and 5 of the proposed algorithm are illustrated
in the next Section to show the applicability of the pro-
posed procedure

4.  Case studies

"4-machine system

A 4-machine system is shown in Fig. 1. Parameters of
the system are given in [9]. It is illustrated in [9] that if
the oscillation modes are close to each other, the indices
according to modal analysis do not work correctly and
one must make minor variation in some system param-
eters (inertia of all machines of one area in [9]) to find
suitable results for applying PSSs according to the
eigenvector methods. The method proposed here is
applicable to systems with oscillation modes that are
close to each other.
Considering the exciters as inputs and generator speeds
as outputs, transfer function of the system is extracted.
To scale

Fig. 1: Example of a 4-machine power system
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Fig. 2: Singular values of 4-machines system

the variables, the maximum expected deviation from the
normal value should be chosen. Dividing each variable
by its maximum value scales all variables.

a) Identifying generators that contribute in each
oscillation mode
According to step 4 of Section 3 there are three methods
to distinguish the convolving generators in each oscilla-
tion mode. 

" Singular value decomposition:
Singular value plots of the system are shown in Fig. 2.
It can be seen that there are two peaks in the singular
values plot. The largest singular value obtained by
deleting each generator in turn at 3.36 rad/s is shown in
Table 1. For the peak at 3.36 rad/s the set of all genera-
tors has the maximum singular value comparable with
the total system, so all generators contribute in this
mode. 
The largest singular value obtained by deleting each
generator in turn at 6.4 rad/s is shown in Table 2. Table
2 shows that for the oscillation mode of frequency 6.4
rad/s both sets of {G1,G2} and {G3,G4} have the maxi-
mum singular value comparable with the total system.
So there are two oscillation modes corresponding to 6.4
rad/s. 

" Relative gain array:
Elements of RGA versus frequency are shown in Fig. 3.
It can be seen that there are two peaks in the RGA ele-
ments. Absolute values of RGA at 3.35 red/s and 6.7
rad/s are shown by :

Table 1: 3.36 rad/s oscillation mode

Table 2: 6.4 rad/s oscillation mode

Relative values  of  RGA elements  at  3.35 rad/s show
that all generators contribute in this frequency. Relative
values of RGA elements at 6.7 rad/s show that at this
frequency there is interaction only between the sets
{G1 ,G2} and {G3 ,G4} .Thus there are two local oscil-
lation modes 
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Fig. 3: RGA elements of a 4-machine system

Table 3: Absolute value of diagonal elements of right
block relative gain at 3.36 rad/s

corresponding to each set at 6.7 rad/s.

" Block relative gain:
The absolute values of diagonal elements of right block
relative gain at 3.36 rad/s are shown in Table 3. This
table shows that just the block has diagonal ele-
ments near one. So it shows that all generators con-
tribute in this oscillation mode. 
The absolute values of diagonal elements of right block
relative gain at 6.4 rad/s are shown in Table 4. This table
shows that at this frequency BRG of {G1,G2} and
{G3,G4} is near to identity matrix. Thus there are two
local oscillation modes corresponding to each set at 6.4

rad/s.
All three above mentioned measures confirm that there
is one inter-area mode around 3.36 rad/s and there are
two local modes around 6.4 rad/s. Two local modes cor-
respond to {G1,G2} and {G3,G4} . Inter-area mode cor-
responds to oscillation of all generators. Now one must
choose suitable PSS location for each mode.

b) Determination of the best PSS location for each
oscillation mode
There are two methods to determine the PSS locations

according to step 5 of Section 3. 

" Use of reduction in maximum singular value:

Table 4: Absolute value of diagonal elements of right
block relative gain at 6.4 rad/s

Table 5: Singular values of 4-machine system

By deleting the column and row corresponding to each
generator in turn check the maximum singular value of
the remaining system. A generator that leads to the max-

 44 ×
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imum reduction in the largest singular value is the most
effective generator for damping of that mode. The
largest singular values obtained by deleting each gener-
ator in turn for all of the modes are shown in Table 5.
According to Table 5 omitting G3 reduces the singular
values corresponding to 3.36 rad/s the most, so it is the
best position to apply PSS for improving the perform-
ance of the system, and G2 and G4 respectively are best
positions for improving the local modes. A rank
between generators for improving this oscillation mode
is also shown in Table 5.

"Use of input and output direction from SVD and their
product:

For choosing the best input-output pair for improving
the damping of inter-area mode  one must find the SVD
of the system at .The SVD of the system at
the inter-area mode is:

Absolute values of  u1, v1 and u1v1
H as residue of the

system are shown by ,  and , respectively: 

Relative magnitude of  shows that exciter of gener-
ator four is the best input candidate, relative magnitude

of shows that speed of generator three is the best

measurement signal. Residue matrix considers both
controllability and observability and suggests generator
four for the application of PSS and speed of generator
three as a suitable signal to apply to the PSS. But the
need for local controller suggests generator three for
applying a local PSS.

For study on local oscillation modes,  there are two

local  modes for sets {G1,G2} and {G3,G4}. For local
mode of set {G1,G2} one must extract transfer function
corresponding to these generators. The SVD of this
transfer function at is:

Absolute values of  u1 , v1 and u1v1
H as residue of the

system are shown by , and respectively: 

Relative magnitude of shows that exciter of gener-
ator one is the best input candidate, relative magnitude

of shows that speed of generator two is the best

measurement signal. Residue matrix suggests gen-
erator two for applying a local PSS. The same procedure
for the set {G3,G4} suggests that exciter of generator
four is the best input candidate and speed of generator
four is the best measurement signal. So generator four is
the best candidate for applying a local PSS. This result
is exactly the same as the result of [9].

" 5-machine system

A single line diagram of the 5-machine 8-bus system
[17] is shown in Fig. 4 as another case study. Parameters
of the model and operating conditions are given in [17]. 

The singular value plot of the 5-machine sys-
tem versus frequency   is shown in Fig. 5. Examination
of the singular values shows that the gain of the system
around 4 rad/s(0.64 Hz), 6.4 rad/s(1.02Hz) and 8.5
rad/s(1.40 Hz) is large, so there are oscillation modes
near these frequencies.

It is found that at 8.5 rad/s, the set {G2, G3,
G5} has the maximum singular value of 12.727 and the
maximum singular value of the real system is 12.734.
By referring to the elements of output direction corre-
sponding to maximum singular value at this frequency
shown in Fig. 6(a) one can see that this is a local mode
between generators 2,3 and 5. The same procedure 
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0.6227 
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=
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=
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0.4358    0.4448 
R̂

Archive of SID



ìœéú …ðœíò ìùñ~¶ýò ‹±Ý ô …èß}±ôðýà …ü±…ó -  ¶†ë …ôë - ºí†°û ¶õï- ²ì·}†ó  3831

Journal of Iranian A
ssociation of E

lectrical and E
lectronics E

ngineers - V
ol.1 - N

o.3 - W
inter 2005

Fig. 4: Example of a 5-machine power system

Fig. 5: Singular values of the 5-machine system

for the frequency of 6.4 rad/s (Fig. 6b) shows that there
is a local mode between generators 1 and 4. At 4 rad/s
the combination of all generators gives the suitable
maximum singular value and the elements of output
direction corresponding to the maximum singular value
at this frequency (Fig. 6c) show that it is an inter-area
mode.

The next step is to find the best position to apply PSSs.
Consider that the aim is to improve the damping of
inter-area mode. 
The largest singular values obtained by deleting each
generator in turn for all of the modes are shown in Table
6. According to Table 6 omitting G2 reduces the singu-
lar values corresponding to 4 rad/s the most, so it is the
best position to apply PSS for improving the perform-
ance of the system. The best position for improving
oscillation mode of frequency 6.4 rad/s is generator G4
and generator G2 is again the most suitable place for
improving the corresponding 8.5 rad/s mode, as shown
in Table 6.
Results of nonlinear simulation when one PSS (16) is
applied on each of the large  generators,  i.e. 1, 2 and 4
in turn, and  a 200 ms 3 phase short circuit on bus 3 are

(a) 8.5 rad/s         (b) 6.4 rad/s            (c) 4.0 rad/s

Fig. 6: Output direction corresponding to maximum
singular values

Table 6: Singular values of 5-machine system

shown in Figs. 7(a) and 7(b) and for a short circuit on
bus 2 are shown in Figs. 7(c) and 7(d). It shows that
applying PSS on   generator 2 leads to the best per-
formance  of  the system for the damping of the inter-
area mode as determined in  Table 6.

(16)

5. Conclusions
A systematic procedure based on control structure
design measures is proposed to find the generators con-
tributing in each oscillation mode and also the best loca-
tion for applying PSSs is determined. The advantages of
the proposed algorithm are:
" No computation involving the right (left)
eigenvectors and eigen sensitivity analysis is required. 

(a)Different speed of                 (b)  Diferent speed of
G1 and G2                                   G2 and G4

22

 

L1

3

2

1

4
5

6
7

8

G4

L2

L3

G1G3

G2

G5

 

10
0

10
1

0

10

20

30

40

50

60

70

80

90

100

Frequency  (rad/s)

S
in

gu
la

r 
va

lu
es

s1
 

s2
 

 

-5 0 5

-5

0

5
u

4
 

u
3
 u

2
 

u
5
 

u
1
 

 
s

s

s

s

s

s
sF

04.01

2.01

04.01

2.01

101

10
5.0)(

+
+

+
+

+
=

 

0 2 4 6
-2

-1

0

1

2

3

V
el

oc
ity

 (
ra

d/
s)

Time (s)

PSS on g1
PSS on g2
PSS on g4

V
el

oc
ity

 (
ra

d/
s)

Time (s)

PSS on g1
PSS on g2
PSS on g4

Archive of SID



ìœéú …ðœíò ìùñ~¶ýò ‹±Ý ô …èß}±ôðýà …ü±…ó -  ¶†ë …ôë - ºí†°û ¶õï- ²ì·}†ó  3831

Jo
ur

na
l o

f 
Ir

an
ia

n 
A

ss
oc

ia
tio

n 
of

 E
le

ct
ri

ca
l a

nd
 E

le
ct

ro
ni

cs
 E

ng
in

ee
rs

 -
 V

ol
.1

 -
 N

o.
3 

- 
W

in
te

r 
20

05

(c)  Different speed of                 (d)  Diferent speed of  
G1 and G2                                   G2 and G4

Fig. 7: Result for the 5-machine system

"This method can be used by information of simula-
tion of a system or modeling the system.

"This method has the applicability to apply on systems
with modes close to each other.

"The order of all matrices involved in the calculation
is not higher than the number of machines in a power
system.
Test results on two case study systems show that the
proposed method is reliable and straightforward.
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