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Abstract: 
 
Face expression recognition is useful for designing 
new interactive devices offering the possibility of new 
ways for human to interact with computer systems. In 
this paper we develop a facial expressions analysis and 
synthesis system. The analysis part of the system is 
based on the facial features extracted from facial 
feature points (FFP) in frontal image sequences. 
Selected facial feature points were automatically 
tracked using an improved cross-correlation based 
motion tracking algorithm, and extracted feature 
vectors from the position of FFPs in the first and the 
last frames, were used to classify expressions and 
Action Units (AU), using Probabilistic Neural 
Networks (PNN).Comparing with similar analysis 
works, we improved analysis system recognition rate 
by using improved motion tracking system and some 
new facial features.  The synthesis part of the system 
uses a deformable patch object model that models 
facial features (eyes, eyebrows and mouth) by small 
polygons. The coordinates of the vertices of these 
polygons can be changed based on the FFP positions 
in the original image. The synthesis part of the system 
can be used as an on-line personalized facial animator 
by tracking some FFPs in the original image, or as a 
generic facial expressions animator by applying some 
parameters for each AU code (off-line animation). The 
proposed deformable model has a simple structure 
and uses a few set of control points comparing to the 
similar face models.  
 
Keywords: Facial feature points, Probabilistic Neural 
Network, Deformable face model, Facial animation. 
 

 
 
1. Introduction 
Face plays an essential role in interpersonal 
communication. Automating facial expression analysis 
could bring facial expressions into man-machine 
interaction. 
In 1971 Ekman and Friesen [1] postulated six primary 
emotions that each posses a distinctive content together 
with a unique facial expression. These prototypic 
emotional displays are also referred to as basic emotions. 
They seem to be universal across human ethnicities and 
cultures and comprise happiness, sadness, fear, disgust, 
surprise, and anger.  
In recent years, there has been extensive research on face 
recognition, facial expression recognition and facial 
animation. Black and Yacoob [2] used local 
parameterized models of image motion for facial 
expression analysis. Non-rigid motions of facial features 
within the local facial areas of eyebrows, eyes, and 
mouth, were represented by affine-plus-curvature model. 
The initial regions for the head and the facial features 
were selected by hand and thereafter automatically 
tracked. 
Kobayashi [3, 4] applied a 650234 ××  neural network 
for classification of expression into one of the six basic 
emotion categories. The units of the input layer 
correspond to the number of the brightness distribution 
data extracted from an input facial image, while the units 
of the output layer correspond to one emotion category. 
The neural network has been trained by 90 images of the 
six basic facial expressions shown by 15 subjects and it 
has been tested on a set of 90 facial expressions images 
shown by another 15 subjects. The average recognition 
rate was 85 percent. 
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Cohn et al. [5] developed an optical-flow based approach 
that is sensitive to subtle changes in facial expression. In 
image sequences from 100 young adults, action units and 
action unit combinations in the brow and mouth regions 
were selected for analysis if they occurred a minimum of 
25 times in the database. Selected facial features were 
automatically tracked using a hierarchical algorithm for 
estimating optical flow. Image sequences were randomly 
divided into training and test sets. 
Erol [6] described a facial modeling and animation 
system that used muscle-based generic face model and 
deformed it using deformation techniques to model the 
individualized faces. Two orthogonal photos of the real 
faces, frontal and side images, were used for this purpose. 
Image processing techniques were employed to extract 
certain features on the photographs, which were then 
refined manually by the user through the facilities of the 
user interface of the system. The feature points located on 
the frontal and side views of a real face were used to 
deform the generic model. Then, the muscle vectors in 
the individualized face model were arranged accordingly. 
The individualized face models produced in this manner 
were animated using the parametric interpolation 
techniques. 
In this paper we develop a facial expressions analysis and 
synthesis model with capability of analyzing the facial 
expressions into one of the six basic emotions or a set of 
AUs and synthesizing the same expressions on an 
animated face model. The analysis part of the system is 
based on the facial features extracted from FFPs in the 
frontal image sequences. Selected FFPs are automatically 
tracked and the extracted feature vectors are used to 
classify expressions using PNN classifier. Comparing 
with related works [2-5] we improved analysis system 
performance by using some new features and improving 
motion tracking method and using PNN classifier. The 
synthesis part of the system uses an animated face model 
that models facial features by small deformable polygons. 
The proposed deformable model has a simple structure 
and uses a few set of control points comparing to the 
similar face models [6].  
In section 2, we describe the analysis system structure, 
FFP tracking algorithm, feature extraction and PNN 
classifier structure. Experimental results for classifying 
basic emotions and action units are also given in this 
section. The proposed face model is described in section 
3. In this section on-line and off-line facial animation 
structures are described and the proposed face model is 
evaluated. Conclusions and future works are given also in 
section 4. 
 
2. Analysis system structure  
The proposed facial animation model can be used directly 
for tracking facial expressions from input facial image 
sequences. On the other hand, the proposed model has the 
capability of analyzing facial expressions into one of the 
six basic emotions or a set of AUs. The analysis part of 
the system is based on the facial features extracted from 
movement of the FFPs in frontal image sequences. 
Selected FFPs were automatically tracked using a cross-

correlation based motion tracking algorithm, and 
extracted feature vectors were used to classify 
expressions and AUs. At first, we classify the input image 
sequences into one of the six basic emotions using PNN 
classifiers. Then some of these expressions are 
decomposed into the AUs. Fig. 1 shows analysis system 
structure.  

 
Fig. 1: Analysis system structure  

 
2.1. Facial Feature Point Tracking  
In this paper we used an improved cross –correlation 
based motion tracking method by adding some 
constraints on estimating the direction of pixel 
movements.  Some FFPs have movement only in one 
direction and we can restrict search window   in the next 
frame (vertically or horizontally). This assumption results 
in a reliable motion estimation by improving direction 
estimation and reducing complexity.  
    For further complexity reduction, 14 key FFPs were 
manually marked around facial features such as eyes, 
eyebrows and mouth (Fig. 2) in the first frame and 
motion estimation is restricted only to tracking these 
points. The Facial Action Coding System (FACS) is a 
human-observer-based system designed to detect subtle 
changes in facial features. Among 44 AUs in the FACS, 
39 AUs are directly associated with the movement of 
eyes, eyebrows and mouth [1]. That is why the 
information expressing these movements is desirable for 
machine recognition of facial expressions. We are 
confined in these three components and determine the 
facial feature points which are representative of the 
boundary of these components. 
 

 
Fig. 2:  Selected 14 FFPs. 
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Each point was considered as the center of a 1111×  flow 
window that includes horizontal and vertical flows. 
Cross-correlation of  1111×  window in the first frame 
with a 2121×  window at the next frame were calculated 
and the position by maximum cross-correlation value for 
two windows, were estimated as the position of the 
feature point for the next frame. Fig. 3 shows the 
implementation of this method in two subsequent frames.  

 
Fig. 3: Cross-correlation based motion tracking 

 
   To calculate a reliable motion tracking, it has been 
assumed that after removing rigid motions of the head, 
points 2, 5, 6, 11 and 12 in Fig.2 have only vertical 
movement in the subsequent frames. This assumption 
reduces the search window size in the next frame from 

2121×  to 521× . Also window size for point 10 increases 
from 1111×  to 1515× , for improving its position 
estimation because of its gray level ambiguity that may 
occur in the search window.  
 We extracted some features from normalized position of 
the FFPs in the first and the last frames (peak facial 
expression frame). These features are used to analyze 
facial expressions into one of the six primary emotions or 
into a set of single or composite AUs. 
 
2.2. Feature Extraction from Feature Points  
Seven features were extracted from normalized position 
of the FFPs in the first and the last frames. These features 
form the feature vector for each expression. Extracted 
features are as follows: 
Width ofeye: 

(1) )(1 43 xxf −=  
 
Height of eyebrows 1: 

(2) )(2 29 yyf −=  
Height of eyebrows 2:  

(3) )(3 19 yyf −=  
 
Width of mouth:  

(4) 13144 xxf −=  
 
Openness of mouth: 

(5) 11125 yyf −=  . 
 
Nose tip-lip corners distance: 

(6) 
2

)()(6 914913 yyyyf −+−
=  

 
Eye- cheek distance:  

(7) )(7 710 yyf −=  
 
The ratio of these features in the first and the last frames 
forms a 17×  feature vector for each expression. 

),( ii yx represents the coordinate of FFPs which the 
origin of X-Y coordinate system is assigned to the tip of 
nose. Inner eye corners distance (IED) was used for 
normalizing the extracted features to remove the effect of 
object distance from the camera.  

(8) 2
83

2
83 )()( yyxxIED −+−=  

 
Also the angle of the line jointing these corners was used 
for removing the head rigid motions [8-11]:   

(9) )(tan
83

831

xx
yy

−
−

= −θ  

 
Comparing with the related works that used similar 
features [3, 4], we get higher recognition rate by adding 
some new features (f3, f6 and f7) and improving motion 
tracking method. 
 
2.3. Probabilistic Neural Network (PNN) 
Classifier 
Neural networks have been employed and compared to 
conventional classifiers for a number of classification 
problems. The results have shown that the accuracy of the 
neural network approaches is equivalent to, or slightly 
better than the other methods. PNN is a variant of the 
Radial Basis Function Neural Networks (RBFNN) and 
attempts have been carried out to make the learning 
process in this type of classification faster than normally 
required for the multi-layer feed forward neural networks.  
The construction of PNN involves an input layer, a 
hidden layer and an output layer with feed forward 
architecture. The input layer of this network is a set of R 
units, which accept the elements of an R-dimensional 
input feature vector. The input units are fully connected 
to the hidden layer with Q hidden units (RBF units). Q is 
the number of input/target training pairs. Each target 
vector has K elements. One of these elements is 1 and the 
rest are 0. Thus, each input vector is associated with one 
of K classes. 
RBF units use the Gaussian radial basis function as the 
activation function that is defined by: 
 

)١٠())||(||exp()( 2bpccRBF ii −−=  
 

ic  is the center of the ith RBF unit, p is the input feature 
vector, b is the bias and || . || denotes the Euclidean norm. 
RBF unit with a center quite different from the input 
vector p has an output near zero. This small output has 
only a negligible effect on the output neurons. In contrast, 
a RBF unit with a center close to the input vector p 
produces a value near 1. If a neuron has an output of 1 its 
output weights pass their values to the output neurons. 
Each bias in the RBF units is set to:  
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(11)
σ
8326.0

=b  
 
Which σ  is the width of the Gaussian function. This 
gives the radial basis functions that cross 0.5 if distance 
of the input vector and the center of radial basis function 
equals +/-σ . This determines the width of an area in the 
input space to which each neuron responds. σ  must be 
large enough so that the active input regions of the RBF 
units overlap enough so that several RBF units always 
have fairly large outputs at any given moment. This 
makes the network function smoother and results in better 
generalization for new input vectors occurring between 
input vectors used in the design. However σ should not 
be so large that each neuron is effectively responding in 
the same, large, area of the input space. The moral of the 
story is, choose σ  large than the distance between 
adjacent input vectors, so as to get good generalization, 
but smaller than the distance across the whole input 
space.  
 
The hidden layer centers matrix C is set to the transpose 
of the matrix formed from the Q training pairs TP . The 
output layer weights are set to the matrix T of target 
vectors. Each vector has only a 1 in the row associated 
with that particular class of input, and 0 elsewhere.  
 
When an input vector is presented in the input layer, the 
hidden layer computes distances from the input vector to 
the training input vectors, and produces a vector whose 
elements indicate how close the input is to a training 
input. The output layer sums these contributions for each 
class of inputs to produce its net output as a vector of 
probabilities. Finally, a compete transfer function on the 
output of the output layer picks up the maximum of these 
probabilities, and produces a 1 for that class and 0 for the 
other classes [8-11].   
 
2.4. Image Database  
In this work, we used Cohn-Kanade database [7] that 
consists of expression sequences of subjects, starting 
from a neutral expression and ending with the peak of the 
facial expression. There are 104 subjects in the Cohn-
Kanade database. Subjects sat directly in front of the 
camera and performed a series of the facial expressions 
that included the six primary emotions and also some 
single Action Unit (AU), (e.g. AU25) and some 
combinations of AUs (e.g. AU6+12+25). Since not all of 
the single and composite AUs sequences are exist in the 
database, we used a subset of subjects (50 subjects). For 
each person there are on average of 12 frames for each 
expression (after eliminating alternate frames). Image 
sequences for the frontal views are digitized into 

490640× pixel array with 8 bits grayscale. Table 1 
shows Cohn-Kanade database specifications. 

 
 
 
 

Table 1: Some specifications of the Cohn-Kanade Database 
Age 18 to 50 
Female 69% 
Male 31% 
Euro-American 81% 
Afro-American 13% 
Other groups 6% 
Resolution 490640×  Grayscale 
Frame rate 30 fps 

 
 
2.5. Experimental Results: Classifying into 
the six basic emotions 
We used the sequence of 40 subjects as training 
sequences, and the sequence of the remaining 10 subjects 
as test sequences. This test is repeated five times, each 
time leaving different subjects out. The number of the 
input layer units in the PNN classifier is equal to 7, the 
number of extracted features, the number of the hidden 
layer units equals to 640× , the number of training pairs 
and that of the output layers is 6, which corresponds to 
six kinds of facial expressions.  For this problem σ  is set 
to 0.9. Table 2 shows the recognition rate of the test for 
this classifier. Comparing these results with similar works 
[2-5] shows the reasonable recognition results. 
 
 

Table 2: PNN classifier test results 
Recogni

tion 
(%) 

Happin
ess 

Surpr
ise 

Sadn
ess 

Ang
er 

Disg
ust 

Fe
ar 

Happine
ss 

100 0 0 0 0 0 

Surprise 1.4 96.2 0 0 0 2.4 
Sadness 0.9 0 87.1 6 6 0 
Anger 0 0 9 89.6 1.4 0 

Disgust 0.9 0 3.4 0 95.7 0 
Fear 0 12 6.8 0 0 81.

2 
 
 
2.6. AUs classifier 
Most of the current works on the facial expression 
recognition, attempt to recognize a small set of prototypic 
expressions. However the most of the human emotions 
are communicated by changes in one or two of discrete 
features. Since not all of the single and composite Action 
Units sequences were available in the databases, we used 
a subset of subjects for which the selected single and 
composite AUs were available. The results of feature 
extraction from an image sequence of facial expression 
are represented by a 17×  feature vector (the same 
features that described in the section 2.2). We want to 
classify each sequence into one of the predetermined AU 
in the single AU images and combinations of AUs in the 
composite AU images. Table 3 shows Facial Action 
Coding System (FACS) AUs used in this work that occur 
in the upper part and lower part of the face. 
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Table 3: Some of FACS AUs used in this work [1] 
AU NAME  
1 Inner brow raise 

 
2 Outer  brow raise 

 
4 Brow  corrugators 

 
5 Upper lid raise 

 
6 Cheek raise 

 
12 Lip corner pull 

 
15 Lip corner depress 

 
17 Chin raise 

 
23 Lip tighten 

 
24 Lip press 

 
25 Lips part 

 
26 Jaw drop 

 
27 Mouth stretch  

 
 
 Those AUs which are important to the communication of 
the emotion and occurred at least 25 times in our data 
base, were selected for analysis. This frequency criterion 
ensures sufficient data for training and testing. Therefore 
35 subjects were selected for the single AU and 53 
subjects for the composite AUs classification. We used 
the image sequence of some subjects as test sequences (7 
subjects for the single AU and 10 subjects for the 
composite AUs classifier), and the image sequence of the 
remaining subjects as training sequences. This test was 
repeated five times, each time leaving different subjects 
out. Training target vector for a single AU images was a 

13×  vector which contained one for the existing AU and 
zeros for the others. For composite AU images, training 
target vector was a 112×  vector which contained ones for 
the existing AUs and zeros for the others. Manual FACS 
codes that were available for our database were used to 
form these vectors. We used the proposed PNN classifier 
as a decision making mechanisms [11]. Selected single 
AUs are shown in Fig. 4. 
 
 

 
Fig. 4:  Selected single AUs. 

 
Single AUs recognition results from the proposed PNN 
classifier are shown in Table 4. 
 
 

Table 4: Single AUs recognition results 
Recognition AU12 AU25 AU26 

AU 12 83% 17% 0% 
AU 25 0% 84% 16% 
AU 26 0% 11% 89% 

 
Selected composite AUs are shown in Fig. 5. 
 

 
Fig. 5:  Selected composite AUs. 

 
 

Composite AUs recognition results for the proposed PNN 
classifier are shown in Table 5. 
 
 
3. Synthesis System and Face Model 
The synthesis part of the system can be used as either a 
personalized or a generalized facial animation. In the 
personalized animation case, model parameters such as 
mouth width, eye width and face landmarks are directly 
determined from first frame of  the input image sequences 
and FFPs tracking results are directly applied to the 
model and the same expressions are synthesized. In the 
generalized facial animation case, a general face model 
that is an animated character is considered. The stored 
position of the FFPs from the analysis procedure for one 
of the subjects in database, that were showing the same 
facial expression, is applied to synthesize the input facial 
expression or AU codes in the face model. Fig. 6 shows 
the structure of the personalized and the generalized 
facial animation systems. 

Archive of SID

www.SID.ir



1386نبستاتا بهار و -ه  اول  شمار-م سال چهار-ين برق و الكترونيك ايران  مجله انجمن مهندس

Journal of Iranian A
ssociation of Electrical and Electronics Engineers – V

o1.4- N
o.1- Spring and Sum

m
er 2007

 

 
 16

 
Table 5: Composite AUs recognition results 

Recognition  
Rate (%) 

AU 1 AU 2 AU 4 AU 5 AU 6 AU 
12 

AU 
15 

AU 
17 

AU 
23 

AU 
24 

AU 
25 

AU 27 

AU1 98 2 0 0 0 0 0 0 0 0 0 0 

AU2 2 98 0 0 0 0 0 0 0 0 0 0 

AU4 12 15 73 0 0 0 0 0 0 0 0 0 

AU5 0 0 0 98 2 0 0 0 0 0 0 0 

AU6 0 0 0 9 91 0 0 0 0 0 0 0 

AU12 0 0 0 0 0 91 7 2 0 0 0 0 

AU15 0 0 0 0 0 8 88 4 0 0 0 0 

AU17 0 0 0 0 0 7 2 91 0 0 0 0 

AU23 0 0 0 0 0 0 0 0 73 27 0 0 

AU24 0 0 0 0 0 0 0 0 27 73 0 0 

AU25 0 0 0 0 0 0 0 0 0 0 91 9 

AU27 0 0 0 0 0 0 0 0 0 0 2 98 

 
 

 
Fig. 6: a) personalized facial animation systems    b) generalized facial animation systems   

 
 

For designing the personalized facial animation model 
some feature points were added to those showed in Fig. 
2. In the case of the generalized face model, we do not 
need to determine these extra points. Fig. 7 shows these 
feature points. Supposing symmetry for the model, 
only the RHS points were used. Some of these points 
were used only for specifying the model features in the 
first frame. Other points were automatically tracked in 
the subsequent frames using cross-correlation based 
motion tracking. In the subsequent sections we describe 
the specifications of the proposed face model.  

Fig. 7: Selected 23 facial feature points. 
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3.1. Facial Animation Model 
We are confined in three facial features: mouth, eyes 
and eyebrows. We used a deformable model that uses 
small polygons to represents the features of the model. 
The vertices of these polygons were determined from 
the feature points tracking results. Deformable 
polygons gave the ability of shape tracking for the 
model. In the following subsections we describe the 
mouth, eyes and eyebrows models.  
 

3.1.1 Mouth Model 
Fig. 8 shows the selected mouth feature points and the 
model features that were extracted from these points. 

 
Fig. 8: Mouth features and feature points 

 
Points 11, 12 and 13 were tracked in the subsequent 
frames and theirs position were transferred to the 
mouth model. But the other points were only used in 
the first frame for determining some features such as 
mouth width, upper and lower lip thickness. 
Fig. 9 shows the proposed mouth model. The 
coordinates of the vertices 1, 8 and 15 were directly 
determined from the normalized position of the 11, 12 
and 13 feature points in the Fig. 8 (UL were 
normalized to one). Coordinates of the other vertices 
were determined from the features MW, Mx, My, UL 
and LL relative to 1, 8 and 15 vertices.  Right hand side 
of the model is the symmetry of the left hand side. 
Comparing this model with Erol’s lip model [6], the 
number of vertices in our model is about one-half of 
that model leading to a reasonable deformability.   

 
Fig. 9: Mouth model 

3.1.2. Eye and Eyebrow Model 
Fig. 10 shows the selected eye and eyebrow feature 
points and the model features that were extracted from 
these points. 

 
Fig. 10: Eye and Eyebrow features and feature points 

 
Points 1, 2, 5 and 6 were tracked in the subsequent 
frames and the other points were only used in the first 
frame for determining features such as width and 
height of the eye and eyebrow. 
Fig. 11 shows the proposed eye and eyebrow model. 
The coordinates of the vertices 16, 17, 30 and 31 were 
directly determined from normalized position of the 5, 
6, 1 and 2 feature points in Fig. 10. Coordinates of the 
other vertices were determined from features EH, EW, 
EBH and EBW relative to 16, 17, 30 and 31 vertices. 
For example width of the iris assumed to be one-half of 
the EW. Right hand side of the model is the symmetry 
of the left hand side. 

 
Fig. 11: Eye and Eyebrow model 

 
Face landmarks were determined by using 7 landmark 
points around the face in the first frame (points 17-23 
in the Fig. 7). These points were not tracked in 
subsequent frames, but the displacement of the points 
around the jaw (points 21-23 in the Fig. 7) was 
synchronized with the movement of the point 12. 
Synthesis system can be used as an on-line 
personalized facial animator by tracking the defined 
FFPs in the original image, or as a generic facial 
expressions animator by applying some parameters for 
each AU code. For each frame, these parameters were 
determined from the analysis of facial expressions and 
FFP positions for the subjects of the database. For 
example parameters for generating AU26 (determining 
position of vertices in Fig. 9) in 12 frames over the 
generalized face model were determined from  motion 
tracking results of points 11, 12 and 13 in Fig. 8 for 
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one of the subjects in the database  that showed the 
AU26. These parameters (position of vertices) were 
stored for each frame and then were applied off-line to 
the general animated face model to show the same 
action unit for that frame. 
 
3.2. Experimental Results: Deformation of 
the Face Model 
The proposed face model was evaluated with the Cohn-
Kanade database. Fig. 12 and Fig. 13 show some 
results of the on-line and the off-line animation. Fig. 12 
shows the feature points tracking in the original face 
and the model deformation to show the same 
expressions. Tracked feature points in the original 
frames were also denoted in this figure. Fig. 13 shows 
the frames that are formed to show the animation for 
AU26. 
The proposed model also can be used for lip tracking 
and speech synchronizing facial animation system. Fig. 
14 shows the results of lip tracking for pronouncing the 
word "Salam", that means "Hello" in Persian [12].  
  
4. Conclusion 
In this paper we developed a facial expressions analysis 
and synthesis system. The analysis part of the system is 
based on the facial features extracted from facial 
characteristic points in the frontal image sequences. 
Selected facial feature points were automatically 
tracked using an improved cross-correlation based 
motion tracking, and the extracted feature vectors were 
used to classify expressions and Action Units, using 
PNN classifier. Using improved motion tracking 
system with adaptive search window and some new 
defined features, showed reasonable recognition rates. 
Synthesis system uses deformable model that models 
facial features by small polygons. The coordinates of 
the vertices of these polygons can be changed based on 
the FFP positions in the original face image. The 
proposed deformable model has a simple structure and 
uses a few set of control points comparing to the 
similar face models.  
Since the majority of facial expressions have symmetry 
on the face, we used a symmetrical face model. Using 
unsymmetrical face model needs some extra FFPs and 
only affects model's complexity. Because of using the 
frontal images, we used a 2-D face model. By using the 
side images beside the frontal images and applying 3-D 
coordinates to the vertices of the model, 3-D face 
model can be obtained. 
 
Acknowledgement 
The authors appreciate the support of Iranian 
Telecommunication Research Center (ITRC) for this 
research and would like to thank J.F. Cohn and T. 
Kanade from Pittsburgh University for their kindly 
providing the image database.  
 
 

 
Fig. 12: On-line Facial expressions tracking and 

animating 
 

 
Fig. 13: Off-line animating for AU26 

 

 
Fig. 14: Lip tracking for pronouncing the word "Salam" 
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