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ABSTRACT: 
Relevance feedback (RF) approaches have been used to improve the performance of content-based image retrieval 
(CBIR) systems. In this paper, an RF approach based on modification of similarity measure using particle swarm 
optimization (PSO) in a medical X-ray image retrieval system is proposed. In this algorithm, using PSO, the 
significance of each feature in the similarity measure is modified for image retrieval. This modification causes that 
good features have major effect in relevant image retrieval. The defined fitness function in PSO uses relevant and 
irrelevant retrieved images with different strategies, simultaneously. The relevant and irrelevant images are used to 
exhort and penalize similarity measure, respectively. The proposed RF is integrated to a CBIR system based on 
semantic classification for evaluation. In this system, using merging scheme in a hierarchical structure, the overlapped 
classes are merged together and determined search space for each query image. The proposed RF evaluated on a 
database consisting of 10000 medical X-ray images of 57 classes. The proposed algorithm provides the improvement, 
effectiveness more than those reported before.   
 
KEYWORDS: Relevance Feedback, Particle Swarm Optimization, Content-Based Image Retrieval, Similarity 
Measure, X-ray image. 
  
1.  INTRODUCTION 

Having tremendous increase in medical databases 
and health database management, computer-aided 
diagnosis, medical research, education and training 
applications, the need for content-based search and 
retrieval systems is unavoidable. Traditional image 
retrieval approaches are divided to two categories. The 
first category is text-based image retrieval that textual 
features such as filenames and keywords have been 
used to annotate and retrieve relevant images. As they 
are applied to a large database, the use of keywords has 
several disadvantages. First, annotating process of 
images is not only time-consuming, but also a 
subjective task due to human perception. Second, 
keywords are inadequate to represent the image content 
and used only in one language. The second category is 
content-based image retrieval in the method accessing 
images according to their content, low-level features 
such as colors, textures, and shapes of objects is widely 
used as indexing features for image retrieval [1].  

Although CBIR has widely been used in general 
applications (such as digital libraries, face matching for 
identification and law enforcement, on-line shopping, 
trademark searching, Internet publishing and searching, 

fingerprint identification), but only a few CBIR 
systems (such as ASSERT [2], IRMA [3], NHANES 
[4]) have been developed specifically in medical 
applications. Many medical CBIR systems such as 
high-resolution computed tomography (HRCT) lung 
images [5], mammography [6], chest CT [7], chest X-
ray [8], spine X-ray [4], [9], and dental X-ray [10] 
often present to images with specific organ and 
modality or diagnostic study, and cannot be usually 
used for other medical applications [11]-[14]. A few 
systems have been developed to general medical 
application (e.g., KmED [15] and IRMA [3]).  

In CBIR systems, there is an interaction between 
system and user that is called RF. RF approaches is 
used to improve the performance of CBIR systems. 
There are two main reasons for using the RF 
approaches in CBIR systems, semantic gap and varied 
human perception for each person. In image retrieval, 
system presents images to user that their feature vectors 
are neighbor to feature vector of query image in feature 
space, while these images are not similar to query 
image semantically. In other words, there is a semantic 
distance between low-level visual features and high-
level semantic content of images that is called semantic 
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gap. To overcome these two problems, RF approaches 
are applied until CBIR systems satisfy user opinion 
[16].      

The most RF approaches are formed based on two 
strategies, query-point moving and weight updating. 
The query-point moving approach tries to improve the 
estimate (in terms of low level features) of the ideal 
query point by moving the current query point [17]-
[23]. The weight updating approach is a refinement 
method based on modifying the weights or parameters 
used in the computation of similarity measure based on 
the user’s feedback [24]-[31]. In addition, synthetic 
research works have been carried out based on two 
above approaches [32], [33].    

RF approaches use either relevant (positive) images 
only or relevant and irrelevant (negative) images 
simultaneously. For example, in [19] relevant and 
irrelevant images are used simultaneously and in [32] 
relevant images are used only. In [19], positive images 
are used to estimate a Gaussian distribution that 
represents the desired images for a given query, while 
the negative images are used to modify the ranking of 
the retrieved candidates. Positive images update 
parameters of Gaussian distribution. Then a Bayesian 
classifier is applied to rank images of database. In [32], 
an RF framework to take advantage of the semantic 
contents of images in addition to low-level features has 
proposed. In this paper, by forming a semantic network 
on top of the keyword association on the images, CBIR 
system is able to accurately deduce and utilize the 
images’ semantic contents for retrieval purposes. 
Ultimately, a suitable ranking measure is presented for 
this framework. In [22], a RF approach based on query 
expansion has been presented. In this algorithm, 
according to the user’s RF, the proposed query 
expansion method calculates the degrees of importance 
of relevant terms of documents in the document 
database. This method uses fuzzy rules to infer the 
weights of the additional query terms. Then, the 
weights of the additional query terms and the weights 
of the original query terms are used to form the new 
query vector. 

In this paper, an RF approach based on modification 
of similarity measure using particle swarm optimization 
in a medical X-ray image retrieval system is presented. 
In this approach, the degree of importance of each 
image feature in forming of similarity measure is 
modified to image retrieval; note that we use PSO 
algorithm. Until in the next retrieval, good features 
(features with more degree of importance) have major 
effect in relevant image retrieval. The defined fitness 
function in PSO algorithm uses relevant and irrelevant 
retrieved images with different strategies, 
simultaneously. The relevant and irrelevant images are 
used to exhort and penalize similarity measure, 
respectively. The measure of persuasion or punishment 

is weighted Euclidean distance between query image 
and database images. The proposed RF is integrated to 
a CBIR system based on semantic classification. In this 
system, using merging scheme in a hierarchical 
structure, the overlapped classes are merged together 
and determined search space for each query image. In 
this system, semantic classifier uses a perfect set of 
shape and texture features and two features, 
tessellation-based spectral and directional histogram 
features [34], [36].   

This paper is organized as follows. Section 2 
describes details of the proposed RF. Section 3 
introduces image retrieval system that the proposed RF 
is integrated it on. Experimental results are shown in 
Section 4. Finally, Section 5 gives a conclusion to the 
work and comparison with other works.  
 
2.  THE PROPOSED RELEVANCE FEEDBACK 

In this paper, an RF approach based on PSO 
algorithm in medical X-ray image retrieval system is 
presented. Positive and negative images are used to 
modify similarity measure of the proposed RF 
approach. The proposed RF has designed  

 
Fig. 1. Feature space and positive and negative images 

around query image. 
 

Based on persuasion and punishment of similarity 
measure by weighted Euclidean distance retrieved 
images and query image in the feature space. We 
consider 3-dimensional feature space, shown in figure1, 
for these features. In this Figure, query image has 
represented by symbol x and database images of 
different classes are shown by symbols , ,  and . 
Drawn circle on the feature space in Figure 1 
determines search space of the query image x. 
Retrieved images are consisting of positive images (8 
images with symbol ) and negative images (one 
image with symbol , one image with symbol  and 
two images with symbol ) that shown in the feature 
space. In the proposed RF, the close images to query 
image have more effect in the similarity measure. In the 
following, details of the proposed RF are described. 
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2.1.  Particle Swarm Optimization 
The PSO algorithm is an optimization approach 

based on the social behavior of collection of animals 
such as birds and fishes [37]. In this algorithm, each 
individual of the swarm, called particle, remembers the 
best solution found by itself and by the whole swarm 
along the search trajectory. The particles move along 
the search space and exchange information with other 
particles. 

X denote the current position in the search space, 
and V is the current velocity. During each iteration, 
each particle in the swarm is updated using the 
following equations 

(1) 
))()((

))()(()()1(

22

11
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+−+=+ ω  

(2))1()()1( ++=+ tVtxtx  
where 1r  and 2r  are the element from uniform 

random sequence in the range [0,1], and 1c and 2c  are 

the acceleration coefficients, usually 221 == cc . ω  
is the weight coefficient and 9.01.0 ≤≤ω  [37]. 
pBest, the personal best position of each particle, is 
updated by 
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and gBest, the global best position, is the best 
position among all particles in the swarm during all 
previous steps. It means 

(4)
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                         .iparticleanyfor  
The value of V can be clamped to the range 

],[ minmax VV−  to ensure particles in the search space. 
The variable ω  is the inertia weight, this means that 
the value of ω  is typically setup to vary linearly from 
maximum to minimum during the course of iterations, 
and ω  is formulated as follows: 

(5),
max

minmax
max iter

iter ωωωω −
−=                    

Where maxiter is the time of maximum iteration, 
and iter is the time of current iteration. 

In the course of searching by using PSO, if a 
particle discovers a current optimal position (not global 
optimal point), all the other particles will move closer 
to it, then particles are in the dilemma of local optimal 
point. This is so-called premature convergence. 
 
2.2.  Fitness Function and Similarity Measure 

In optimization procedure based on PSO algorithm, 
important problem is determination of optimum 
position in the PSO consecutive iterations. It is 
accomplished with fitness function. In this paper, 

fitness function is designed based on persuasion of 
positive images and punishment of negative images. 
The value of fitness function ))(( txf  for each 
position )(tx  and each stage of retrieval is defined as, 

(6)∑∑
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I
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Where IP  and IN are the persuasion value of 
positive images and the punishment value of negative 
images in the retrieved images, respectively. They are 
defined as  
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Where minD and maxD  are the minimum and 
maximum values of distance query image and retrieved 
images, respectively. ),( qID  is weighted Euclidean 
distance of image I and image q , that is defined as 

(9)∑
=
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d

i
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Where d  is feature vector dimension and tx  is 
position vector of each particle in time t .  
 
3.  CONTENT-BASED IMAGE RETRIEVAL 
FRAMEWORK 

CBIR Framework is based on image semantic 
classification. In this framework, a hierarchical 
structure and a merging scheme for overlapped classes 
are used to improve the classification performance. 
Block diagram of CBIR framework is shown in figure. 
2. 

In this block diagram, shape and texture features are 
extracted from query image, and then m-nearest classes 
to the query image are determined by the semantic 
classifier. Similar images in the search space are sorted 
by similarity measure and presented to user. Positive 
and negative images in the presented images are 
labeled by user, and then used to improve the retrieval 
performance by a RF algorithm. In the following, more 
details of this framework are described. 
 
3.1.  Feature Extraction 

In the used retrieval framework, a rich set of shape, 
edge and texture features is used to classify and retrieve 
X-ray images. We extract shape features such as 
Fourier descriptor [38], major axis orientation, 
eccentricity, major and minor axis length [39], moment 
invariants [40], texture features such as contrast, 
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homogeneity, energy and correlation [41] and 
directional histogram and tessellation-based spectral 
features [34], [36].  

 
3.2.  Semantic Classification and Retrieval 

A semantic classification will greatly enhance the 
performance of CBIR systems by filtering out the 
images of irrelevant classes and reducing the search 
space. Therefore, image classification is an important 
stage in a CBIR system. In the used CBIR framework, 
to increase the classification performance, and create 
homogeneous classes based on body orientation, 
anatomic region and texture contents, we use an 
algorithm to merge  

 
Fig. 2. Block diagram of the proposed CBIR system. 

 

 
Fig. 3. Block diagram of the merging scheme [34]. 

 
Overlapped classes that is called merging scheme 

[34]. Applying the merging scheme on classification 
results, homogeneous classes are formed. Ultimately, 
for each query image, semantic classifier determines m-
nearest classes to the query image as search space. 
 
3.2.1. Merging Scheme 

Pourshassem and Ghassemian provided the merging 
scheme for merging overlapped classes [34], is 
presented. The merging scheme is an iterative 
procedure, i.e., classes with maximum overlap are 
merged, and MLP classifier is then retrained based on 
new merged classes and evaluated on test dataset. If the 
total accuracy of new classification problem is lower 

than desirable value ( desiredT ), merging process will be 
carried out in the next iteration, otherwise it is stopped. 
Figure 3 shows the iterative process of the merging 
scheme.  

To detect the overlapping classes, three measures 
are applied. First, the accuracy rate of the overlapping 
classes that is called accuracy measure. Second, miss-
classified ratio ( ijM ) between class i  and class j  is 
defined as below:  

jclassandiclasstoimagesassignedtheofimages
jclasstoclassifiedisthaticlassofimagesM ij #

#
=

(10)

 

 
Fig. 4. Merging scheme in an iteration [34]. 

 
Thirdly, the correlation distance between two 

distribution functions of class i  and class 
j ( )||( ji ffD ), dissimilarity measure, is applied. 

Merging scheme is shown in figure 4, in details. 
 
4.  EXPERIMENTAL RESULTS 

The database used in this research is a collection of 
10000 images consisting of 57 different radiological X-
ray classes (image sample of each class are shown in 
figure 5). The images are database of the IRMA project 
X-ray library (IMAGECLEF 2005) [42], which is being 
collected and labeled by experts. All images were 
downscaled to fit into a (512×128 up to 512×512 
pixels, 8 bits) bounding box maintaining the original 
aspect ratio. This database has been divided into two 
training (9000 images) and test (1000 images) datasets. 
The proposed algorithm is implemented in Matlab 7.1 
software on a PC equipped with 2GHz dual core CPU 
and 1GHz RAM.      
 
4.1.  Evaluation Parameters of Image Retrieval 

This paper, we use the standard measures such as 
precision and recall to evaluate the result. These 
parameters are defined as below:  

databasetheinimagesreleventofnumberTotal
relevantandretrievedimagesofNumbercall =Re (11) 
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imagesretrievedofnumberTotal
relevantandretrievedimagesofNumberecision =Pr (12) 

Moreover, P(R=0.5), the precision at the point 
where recall is 0.5; P(R=P), the precision where recall 
and precision are equal; P( RN ), the precision after RN  
images retrieved; are used in the evaluation of the 
previous presented systems [43]. 

 

         

       

        

         

         

       

        
Fig. 5. Image sample of 57-class database.

 
4.2.  Semantic Classification Based on Merging 
Scheme 

The merging-based classifier groups query images 
based on the extracted features (figure 2). According to 
block diagram of figure 3, images are classified into 57 
classes with multilayer perception classifier that 
accuracy rate 58.27% is obtained. In the merging 
scheme, accuracy rate (α ), misclassified ratio ( β ) and 
dissimilarity ( γ ) thresholds and the desired value of 
the total classification accuracy rate are set to 60%, 0.3, 
0.75 and 90%, respectively. The results of applying the 
merging scheme in the tertiary iteration are obtained in 
Table 1. In Table 1, database classes is shown only 
with class index while new classes (merged classes) 
shown with letter C.  

After applying the first iteration of the merging 
scheme, the number of classes is decreased to 28 
classes but the total classification accuracy rate is 
increased to 84.6%. Because, the total accuracy rate is 
lower than desired value ( desiredT =90%), therefore, the 
second iteration of the merging scheme is executed. 
After applying the second iteration of the merging 
scheme, the total classification accuracy rate is 

improved to 88.1% for a 22-class classification 
problem. Therefore, algorithm iterates for the tertiary 
iteration. The total classification accuracy rate is 
increased to 90.9% for a 19-class classification 
problem. In this iteration, the desired value of the total 
accuracy rate has obtained, so the merging scheme is 
terminated. 
 
4.3.  Feature Space Selection and Image Retrieval 

According to block diagram of figure 2, using 
semantic classification based on merging scheme, 
search space is determined with m-nearest classes to the 
query image as search space. We set m to 5 until this 
value guarantees the existence of relevant images in 
98.88% of query images. The classification results for 
different values of m are shown in Table 2.  

 
Table 1. The results of applying the merging scheme in 

the tertiary iteration 
Merged 

class Class name Accuracy 
rate (%)

C1 1, 43, 45 96.11 
C2 3 93.33 
C3 4 92 
C4 5 96.77 

C5 6, 7, 8, 9, 18, 19, 20, 24, 28, 29,  
31, 32, 35, 36, 37, 47 90 

C6 10, 14, 15, 23, 26, 34, 46, 51 88.6 
C7 2, 11, 12, 13, 16, 17, 33, 40, 44 98.8 
C8 21, 22, 30, 38, 39 89 
C9 25 90.91 
C10 27, 53 78.36 
C11 41 91.9 
C12 42 90 
C13 48 96 
C14 49 95 
C15 50 76.77
C16 52 95 
C17 54, 56 91 
C18 55 89.8 
C19 57 98.25 

 
Table 2. Classification results in m-class of the closest 

classes to query image. 

m-class of the closest classes Accuracy rate (%) 

1 90.09 

2 94.88 

3 96.21 

4 98.13 

5 98.88 

6 99.22 
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4.4.  Interactive Retrieval with the proposed RF 
To improve the performance of retrieval, the 

proposed RF is used. The proposed RF uses the 
positive and negative images to calculate fitness value 
of PSO algorithm. Then PSO modifies similarity 
measure based on weight of each feature. 

For example, figure 6 shows retrieval results 
without RF and the first three iterations of RF for a 
query image (figure 6.a). Figure 6.b shows the first 
twenty retrieved images without RF. User determines 
the positive and negative images and returns them to 
system. figure 6.c shows the first twenty retrieved 
images in the first RF. The number of the positive 
image is increased in the first RF. If the proposed RF 
recurs to the second and tertiary iteration, again, the 
number of the positive images is increased. figure 6.d 
and 6.e show the first twenty retrieved images in the 
second and tertiary RF, respectively. figure 7 presents 
the precision versus recall curves of the first three 
iterations of RF for shown retrievals in figure 6. In 
figure 7, the precision versus recall curves show that 
the considerable improvement is obtained from 
retrieval without RF to the first iteration of RF (curve 
with symbol  versus curve with symbol ×) whereas 
these improvements in the next iterations are sensible. 
figure 8 and 9 show precision and recall curves for 
figure 6, respectively. The results of the proposed RF 
on test dataset are obtained in Table 3. 

 
 

 
(a) Query image 

 
 

      

       

        
(b) Retrieved images without RF 

 
 

       

       

       
(c) Retrieved images in the first iteration of RF 

 

      

     

      

     
(d) Retrieved images in the second iteration of RF 
(e)  

 

     

      

     

     
(f) Retrieved images in the tertiary iteration of RF  

 
Fig. 6. Retrieval results a query image without RF and 

the first three iterations of RF (all images are sorted 
from up to down and left to right). 

 
 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0  

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1  

Recall

Pr
ec

is
io

n

 

 

Without RF
First RF
Second RF
3rd RF

 
Fig. 7. Precision versus recall curves of the query 

image retrievals in Figure 6. 
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Fig. 8. Precision curves of the query image retrievals in 

Figure 6. 
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Fig. 9. Recall curves of the query image retrievals in 

Figure 6. 
 
Table 3. The results of the proposed RF on test dataset. 

Evaluation measures Retrieval stages 

P(R=0.5) P(20) P(R=P)  

0.33 0.48 0.38 Without RF 

0.72 0.84 0.5 First RF 

0.76 0.85 0.56 Second RF 

0.79 0.86 0.63 Tertiary RF 

 
 

Table 4. Comparison between the proposed RF and the previous works. 
Retrieval measures

Database Approach 
P(R=0.5)P(R=P) 

0.670.62 1501 images of 17 classes (ImageCLEFmed 2005)Alg. [11] (without RF) 
0.820.68 5000 images of 20 classes (ImageCLEFmed 2004)Alg. [12] (with RF) 
0.640.61 11000 images of 116 classes (ImageCLEFmed 2006)Alg. [13] (with RF) 
0.330.38 10000 images of 57 classes (ImageCLEFmed 2005)Proposed alg. (without RF) 
0.720.50 10000 images of 57 classes (ImageCLEFmed 2005)Proposed alg. (first RF) 
0.760.56 10000 images of 57 classes (ImageCLEFmed 2005)Proposed alg. (second RF) 
0.790.63 10000 images of 57 classes (ImageCLEFmed 2005)Proposed alg. (tertiary RF) 

 
5.  CONCLUSION AND COMPARISON 

In this paper, an RF approach based on modification 
of similarity measure using PSO in a medical X-ray 
image retrieval system is presented. In this approach, 
using PSO algorithm, the degree of importance of each 
image feature in forming of similarity measure is 
modified to image retrieval. Until in the next retrievals, 
good features (features with more degree of 
importance) have major effect in relevant image 
retrieval. The defined fitness function in PSO algorithm 
uses relevant and irrelevant retrieved images with 
different strategies, simultaneously. The relevant and 

irrelevant images are used to exhort and penalize 
similarity measure, respectively. To evaluate the 
proposed RF, it is integrated to a CBIR system based 
on semantic classification. In this system, using 
merging scheme in a hierarchical structure, the 
overlapped classes are merged together and determined 
search space for each query image. The proposed RF 
evaluated on a database consisting of 10000 medical X-
ray images of 57 classes.  

An exact comparison across the presented 
algorithms in the literature is a complex task because 
type and the number of images and classes of database 
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are very important parameters in evaluation of the 
performance. In this paper, we compare our proposed 
RF to works with the same database. Table 4 obtains 
comparison between the proposed RF and the previous 
works. In Table 4, the reported results are weaker to 
our work except algorithm [12]. This algorithm has 
evaluated on a database consisting of 5000 images of 
20 predefined classes. Whereas our database is twice as 
the number of images, therefore the performance of the 
proposed RF is rather satisfactory. The presented 
algorithm in [13] has evaluated on database consisting 
of 11000 images, however our algorithm has 
considerable improvement based on P(R=0.5) measure. 
The best reported retrieval result in [11] on a dataset of 
1501 radiological images of 17 classes was 0.67 and 
0.62 for P(R=0.5) and P(R=P), respectively. Extending 
the presented GMM-KL framework in [11] to work on 
such a large dataset is a challenge, especially due to the 
computational load involved with the KL measure. 
Whereas, this extension to a larger database in our 
proposed CBIR framework is not a challenge. Our 
results demonstrate the effectiveness of the proposed 
algorithm as compared with other state-of-the-art RF 
techniques. 
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