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Abstract. In this paper we develop an asymptotic theory for estima-
tion based on signed ranks in the ARMA model when the innovation
density is symmetrical. We provide two classes of estimators and we
establish their asymptotic normality with the help of the asymptotic
properties for serial signed rank statistics. Finally, we compare our
procedure to the one of least-squares, and we illustrate the perfor-
mance of the proposed estimators via a Monte Carlo study.

1 Introduction

Consider the ARMA(p, q) model

Xt−A1Xt−1−. . . .−ApXt−p = εt+B1εt−1+. . .+Bqεt−q, t ∈ Z, (1)
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208 Allal and Kaaouachi

with (εt; t ∈ Z) is a white noise with unspecified symmetric (with
respect to some known median, which can be set equal to zero without
any loss of generality) density g and cumulative distribution function
G, and θ0 = (A1, . . . , Ap, B1, . . . , Bq) ∈ Rp+q is the vector of unknown
parameters which ensures both the stationarity and the invertibility
conditions.

The commonly used methods of estimating θ0 include the method
of moments, the least-squares and the maximum likelihood methods.
These estimators are not very efficient in some situations, that is why
many researchers are focused to other procedures which are either
more robust, or more efficient. The important special classes are :
M-estimation, L-estimation and R-estimation.

The R-estimation class represents the estimation methods based
on ranks or signed ranks. These methods inherit all the desirable fea-
tures resulting from their invariance properties. They are robust, and
even may outperform the more classical methods based on Gaussian
quasi-likelihoods. Historically, the R-estimation class was the sub-
ject of a vast literature in linear regression models. Major contribu-
tions include Hodges and Lehmann (1963), Adichie (1967), Jurečková
(1971), Koul (1971), Jaeckel (1972), and Heiler and Willers (1988).
The monographs by Puri and Sen (1985) and Jurečková and Sen
(1996) give details and extensive bibliography. However, there are a
few attempts extending the above works to time series context. Koul
and Saleh (1993) developed the theory for R-estimation in AR models
by minimizing dispersions based on non-decreasing right continuous
score functions of ranks, using the “weak convergence technique”.
Such a technique involves both residual ranks and the observations
themselves, and works only for bounded score functions. More re-
cently, Allal, Kaaouachi and Paindaveine (2001) proposed a new class
of R-estimators for an ARMA model, based on an appropriate func-
tion which is entirely measurable with respect to the residual ranks.

In this paper, we develop the theory of R-estimation in ARMA
models when the innovation density is symmetric. In this situation,
it is well known that the vector (rank, sign) is maximal invariant with
respect to the group of continuous, even order-preserving transforma-
tions. An important tool in our approach is the LAN property, with
the signed-rank based version established by Hallin and Puri (1994),
and the proposed estimators are measurable with respect to the max-
imal invariant. The treatments put forward in Allal, Kaaouachi and
Paindaveine (2001) are still valid, with some adaptations. They rep-
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Estimation in ARMA models based on signed ranks 209

resent a general methodology allowing for the construction of efficient
estimates in time series context under LAN property. Relevant pa-
pers in this direction are Kreiss (1987), Jeganathan (1995), Drost et
al. (1997), and Koul and Schich (1997), to quote only a few.

The paper is organized as follows. Definitions and main technical
assumptions are stated in Section 2. Section 3 presents the LAN
result with a signed rank version and asymptotic properties of serial
signed rank statistics. Section 4 gives the first class of estimators
based on signed ranks. Section 5 gives the second class of estimators
based on signed ranks. Section 6 provides the asymptotic relative
efficiencies of estimators with respect to the least-squares estimate.
In Section 7, we illustrate the performance of the proposed estimators
via a Monte Carlo study.

2 Definitions and main technical assumptions

The ARMA(p, q) model (1) can be written as

A(L)Xt = B(L)εt, t ∈ Z,

where L is the lag operator, A(L) = 1 −
p∑
i=1

AiL
i, and B(L) = 1 +

q∑
i=1

BiL
i.

LetX(n) = (X(n)
1 , . . . , X

(n)
n ) be an observed series of length n, and

denote by H(n)
g (θ0) the hypothesis under which X(n) is generated by

model (1). Denote by R
(n)
+,t(θ0) the rank of the residual |Z(n)

t (θ0)|
among the absolute values |Z(n)

1 (θ0)|, . . . , |Z(n)
n (θ0)|, where

Z
(n)
t (θ0) :=

A(L)
B(L)

X
(n)
t , t = 1, . . . , n,

and let s(n)
t (θ0) be the sign of Z(n)

t (θ0).
We suppose that the vector (ε−q+1, . . . , ε0, X−p+1, . . . , X0) is ob-

served, or that Xt = 0, t ≤ 0. Such assumptions have no influence on
asymptotic results. Then, under H(n)

g (θ0),
{
Z

(n)
1 (θ0), . . . , Z

(n)
n (θ0)

}
is a n-tuple of i.i.d. random variables with probability density func-
tion g.
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210 Allal and Kaaouachi

Consider the serial signed rank statistic of order k (k = 1, . . . , n−
1), known as a signed rank autocorrelation of order k and is fruitfully
used to provide efficient tests (see Hallin and Puri (1991, 1994)),

r
(n)+
k (θ0) :=

[
(n− k)σ(n)

+

]−1
n∑

t=k+1

s
(n)
t (θ0)s

(n)
t−k(θ0)

J1

(
1
2

+
R

(n)
+,t(θ0)

2(n+ 1)

)
J2

1
2

+
R

(n)
+,t−k(θ0)

2(n+ 1)

 , (2)

where J1 and J2 are two score functions defined on (0, 1), and σ(n)
+ is

a normalizing constant such that (n− k)1/2r(n)+
k (θ0) is exactly stan-

dardized (mean zero and variance one) under H(n)
g (θ0). The explicit

form of σ(n)
+ is given by (3.15) of Hallin and Puri (1994), with minor

modifications.
Particularizing the score functions, we obtain the van der Waer-

den, Wilcoxon and Laplace signed rank autocorrelations (see Hallin
and Puri (1991)).

Define now the vector of signed rank statistics

√
nT

(n)+
J1;J2

(θ0) :=

(
n−1∑
k=1

(n− k)1/2ψ(1)
k (θ0)r

(n)+
k (θ0), . . . ,

n−1∑
k=1

(n− k)1/2ψ(p+q)
k (θ0)r

(n)+
k (θ0)

)′

, (3)

where
{
ψ

(1)
t (θ0), . . . , ψ

(p+q)
t (θ0); t ∈ Z

}
is an arbitrary fundamental

system of solutions of the homogeneous equation

A(L)B(L)ψt = 0, t ∈ Z.

(Convenient choices of this system are given in Section 4 of Hallin
and Puri (1994)).

Associated with this fundamental system, denote by Cψ(θ0) and

W 2
ψ(θ0) the matrices whose elements are ψ(j)

i (θ0) and
∞∑
t=1

ψ
(i)
t (θ0)ψ

(j)
t (θ0)
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Estimation in ARMA models based on signed ranks 211

(i, j = 1, . . . , p+ q), respectively. Finally, let

M(θ0) :=



1 0 . . . 0 1 0 . . . 0
g1 1 . . . h1 1 . . .
...

...
...

...
gp−1 . . . . . . 1 hq−1 . . . . . . 1
gp . . . . . . g1 hq . . . . . . h1
...

...
...

...
gp+q−1 . . . . . . gq hp+q−1 . . . . . . hp


,

where gi and hi are the Green’s functions associated with the opera-
tors A(L) and B(L), respectively. They are characterized by

A−1(L) =
∞∑
i=0

giL
i and B−1(L) =

∞∑
i=0

hiL
i.

Next putting

∆(n)+
J1;J2

(θ0) := n1/2M ′(θ0)C ′−1
ψ (θ0)T

(n)+
J1;J2

(θ0).

The latter function will play a fundamental role in our treatment.
Throughout the paper we assume that the following assumptions

hold for the innovation density g and the score functions J1 and J2.

Assumptions A.1. (borrowed from Hallin and Puri (1994))

(i) g(x) > 0 ∀x ∈ R,
∫
xg(x) dx = 0 and 0 < σ2 :=

∫
x2g(x) dx

<∞;

(ii) g is symmetric, absolutely continuous and strongly unimodal;

(iii) letting ϕg := −g′/g, where g′ stands for the first derivative of
g, the Fisher information I(g) :=

∫
[ϕg(x)]2g(x) dx is finite;

(iv) the vector (ε−q+1; . . . ; ε0;X−p+1; . . . ;X0) possesses a nowhere
vanishing joint density g0(., θ) that satisfies g0(., θ(n))−g0(., θ0)
= oP (1), under H(n)

g (θ0), as θ(n) → θ0.

Assumptions A.2. (borrowed from Allal, Kaaouachi and Pain-
daveine (2001))

(i) J1 and J2 are nondecreasing and square-integrable functions

such that

1∫
0

Ji(u) du = 0, i = 1, 2;
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212 Allal and Kaaouachi

(ii) J1 ◦G and J2 ◦G are Lipschitz.

Remark 2.1
Assumptions A.1 are used in proving the LAN result. Assumption

A.2(ii) is verified, for example, if Ji = Φ−1(.) and G is normal (Φ(.)
stands for the standard normal distribution function), Ji(u) = 2u−1
and G is normal or logistic or Ji(u) = ln(u/1−u) and G is logistic. It
easily can be weakened into a piecewise Lipschitz assumption, which
also accomodates such distributions as the double exponential.

3 LAN result and asymptotic properties of
serial signed rank statistics

This section of the paper is devoted to the LAN result with the signed-
rank based version for the ARMA model, and to the asymptotic
properties of serial signed rank statistics. For this purpose, consider
the sequence of local alternatives H(n)

g

(
θ0 + n−1/2τ

)
, where τ :=

(γ, δ) ∈ Rp × Rq . Let Λ = Λ(n)

θ0+n−1/2τ /θ0
be the log-likelihood ratio

for H(n)
g (θ0 + n−1/2τ ) with respect to H(n)

g (θ0), then we have

Proposition 3.1. (Local asymptotic normality)
Assume that Assumptions A.1 hold. Then, under H(n)

g (θ0),

Λ = τ ′σ[I(g)]1/2∆(n)+
ϕg◦G−1;G−1(θ0)−

1
2
σ2I(g)τ ′Γ(θ0)τ + oP (1),

as n→∞, where

Γ(θ0) := M ′(θ0)C ′−1
ψ (θ0)W 2

ψ(θ0)C−1
ψ (θ0)M(θ0).

Moreover, the limiting distribution of ∆(n)+
ϕg◦G−1;G−1(θ0) under H(n)

g (θ0)
is N(0,Γ(θ0)).

Proof. See Proposition 4.1 (iii) of Hallin and Puri (1994). 2

By applying LeCam’s third Lemma (we adopt here Hájek and
Šidák (1967)’s terminology), we obtain the following corollary.

Corollary 3.1. Assume that Assumptions A.1 hold. Then, the lim-
iting distribution of ∆(n)+

ϕg◦G−1;G−1(θ0)−σ[I(g)]1/2Γ(θ0)τ under H(n)
g (θ0

+n−1/2τ ) is N (0,Γ(θ0)).
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Estimation in ARMA models based on signed ranks 213

The following proposition gives some asymptotic properties of se-
rial signed rank statistics.

Proposition 3.2. (Asymptotic properties of serial signed rank
statistics)
Assume that A.1 and A.2 hold. Then,

(i) n1/2r
(n)+
k (θ0) = I−1 n−1/2

n∑
t=k+1

J1◦G(Z(n)
t (θ0))J2◦G(Z(n)

t−k(θ0))+

oP (1), under H(n)
g (θ0), as n→∞, where

I2 :=

1∫
0

[J1(u)]
2 du

1∫
0

[J2(u)]
2 du;

(ii) the signed rank statistic n1/2r
(n)+
k (θ0) is asymptotically normal

under H(n)
g (θ0), with mean zero and variance one ;

(iii) the signed rank statistic n1/2r
(n)+
k (θ0) is asymptotically normal

under H(n)
g (θ0+n−1/2τ ), with mean c(J1, J2, g)(ak+bk) and variance

one, where

c(J1, J2, g) := I−1

1∫
0

J1(u)ϕg ◦G−1(u) du

1∫
0

J2(u)G−1(u) du,

and
ak :=

p∑
j=1

γjgk−j and bk :=
q∑
j=1

δjhk−j ;

(iv) for all k = 1, . . . , n− 1 and all c > 0,

sup
‖τ ‖≤c

∣∣∣n1/2
[
r
(n)+
k (θ0 + n−1/2τ )− r

(n)+
k (θ0)

]
+c(J1, J2, g)(ak + bk)

∣∣∣ = oP (1), (4)

under H(n)
g (θ0), as n→∞.

Here, ‖.‖ stands for the Euclidean norm in Rp+q .

Proof. (i) direct application of Proposition 3.1 (i) of Hallin and
Puri (1991) ; called the asymptotic representation result for serial
signed rank statistics ;
(ii) use (i) and the central limit theorem for U-statistic under k-
dependent random variables (See Yoshihara (1976)’s Theorem 1) ;
(iii) use LeCam’s third Lemma ;
(iv) use (i) and Proposition 3.3 of Allal, Kaaouachi and Paindaveine
(2001). 2
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214 Allal and Kaaouachi

4 A first class of estimators based on signed
ranks

In this section we introduce a first class of estimators based on signed
ranks for the parameter θ0 of the ARMA model.

From Proposition 3.2 (ii), we can show that the vector ∆(n)+
J1;J2

(θ0)

is asymptotically normal under H(n)
g (θ0), with mean zero and covari-

ance matrix Γ(θ0). This suggests estimating the unknown parameter
θ0 by the value of θ for which ∆(n)+

J1;J2
(θ) is as near to zero as possible,

i.e. to estimate θ0 by

θ̄(n) := arg min
θ
‖∆(n)+

J1;J2
(θ)‖. (5)

The following proposition gives the asymptotic uniform linearity
of ∆(n)+

J1;J2
(θ0 + n−1/2τ) in ‖τ‖ ≤ c, for c > 0.

Proposition 4.1. Assume that A.1 and A.2 hold. Then, for all
c > 0,

sup
‖τ ‖≤c

∥∥∥∆(n)+
J1;J2

(θ0 + n−1/2τ )−∆(n)+
J1;J2

(θ0)

+c(J1, J2, g)Γ(θ0)τ
∥∥∥ = oP (1), (6)

under H(n)
g (θ0), as n→∞.

Proof. The claim readily follows from Proposition 3.2 (iv), using
standard arguments. 2

Now we are ready to give the limit law of signed rank estimators.

Proposition 4.2. Assume that A.1 and A.2 hold. Let (θ̄(n)) be a√
n-consistent solution of (5), i.e. satisfying

√
n
(
θ̄(n) − θ0

)
= OP (1), under H(n)

g (θ0), as n→∞.

Then, the asymptotic distribution of
√
n
(
θ̄(n) − θ0

)
under H(n)

g (θ0)
is N

(
0, c−2(J1, J2, g)Γ−1(θ0)

)
.

Proof. The result follows from the asymptotic normality of ∆(n)+
J1;J2

(θ0)

under H(n)
g (θ0) together with the Cramér-Wold device and Proposi-

tion 4.1. 2
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Estimation in ARMA models based on signed ranks 215

Proposition 4.3. Assume that A.1 and A.2 hold, and suppose
that λ′∆(n)

J1;J2
(θ0 + b n−1/2λ) is monotone in b for every ‖λ‖ = 1.

Then, for any solution (θ̄(n)) of (5), the asymptotic distribution of
√
n
(
θ̄(n) − θ0

)
under H(n)

g (θ0) is N
(
0, c−2(J1, J2, g)Γ−1(θ0)

)
.

Proof. The proof proceeds along the same lines as in Jurečková
(1971). 2

Note that the above two propositions give the asymptotic nor-
mality of any solution of (5) with some additional assumptions, and
the proposed estimators have an implicit form via the minimization
problem. To resolve these difficulties, we propose in the following
section a new class of signed rank estimators possessing an explicit
form and asymptotic normality without any assumption.

5 A second class of estimators based on signed
ranks

In this section we adopt the Hájek-LeCam approach to construct a
second class of estimators θ̂(n)based on signed ranks and satisfying

∆(n)+
J1;J2

(θ̂(n)) = oP (1), under H(n)
g (θ0), as n→∞.

For this purpose, let (θ̃(n)) denote a discretized
√
n-consistent pre-

liminary estimate of θ0, i.e. a sequence of estimates such that
(i)

√
n-consistency:

√
n
(
θ̃(n) − θ0

)
= OP (1), under H(n)

g (θ0), as
n→∞;
(ii) Local discreteness: the number of possible values of θ̃(n) in
balls of the form{

θ ∈ Rp+q :
√
n ‖θ − θ0‖ ≤ c

}
, c > 0 fixed,

remains bounded, as n→∞.
The

√
n-consistency condition is satisfied by all estimates usually

considered in the context of ARMA models (see for example Fuller
(1976)), and the local discreteness condition goes back to LeCam
(1960) and has become an important technical tool in the construc-
tion of efficient estimators in semiparametric models ; see Bickel,
Klaassen, Ritov and Wellner (1993) and references therein.
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216 Allal and Kaaouachi

Proposition 5.1. Assume that A.1 and A.2 hold. Define

θ̂(n) = θ̃(n) +
1√
n
c−1(J1, J2, g)Γ−1(θ̃(n))∆(n)+

J1;J2
(θ̃(n)). (7)

Then, under H(n)
g (θ0), as n→∞,

√
n(θ̂(n) − θ0) = c−1(J1, J2, g)Γ−1(θ0)∆

(n)+
J1;J2

(θ0) + oP (1), (8)

and the asymptotic distribution of
√
n
(
θ̂(n) − θ0

)
under H(n)

g (θ0) is

N
(
0, c−2(J1, J2, g)Γ−1(θ0)

)
.

In addition
∆(n)+
J1;J2

(θ̂(n)) = oP (1).

Proof. Note that by the consistency of Γ(θ̃(n)) for Γ(θ0), we have
√
n
(
θ̂(n) − θ0

)
− c−1(J1, J2, g)Γ−1(θ0)∆

(n)+
J1;J2

(θ0) =
√
n
(
θ̃(n) − θ0

)
+ c−1(J1, J2, g)Γ−1(θ0)

(
∆(n)+
J1;J2

(θ̃(n))−∆(n)+
J1;J2

(θ0)
)

+oP (1),

which, in view of Proposition 4.1, is an oP (1), under H(n)
g (θ0), as

n→∞. The rest is obvious. 2

Remark 5.1
It follows from the Hájek-LeCam theory for LAN experiments that

an estimator θ̂(n) from (7) is asymptotically optimal in the LAM sense
(local asymptotic minimaxity, concept introduced by Hájek (1972))
if the two score functions J1 and J2 are respectively ϕg ◦ G−1 and
G−1. In this case, a LAM estimator θ̂(n)

LAM takes the form

θ̂
(n)
LAM = θ̃(n) +

1√
n
σ−1I−1/2(g)Γ−1(θ̃(n))∆(n)+

ϕg◦G−1;G−1(θ̃(n)).

Consequently, the limit law of
√
n
(
θ̂
(n)
LAM − θ0

)
under H(n)

g (θ0) is

N
(
0, σ−2I−1(g)Γ−1(θ0)

)
.

The following proposition shows that θ̂(n) and θ̄(n) are asymptot-
ically equivalent.

Proposition 5.2. Assume that A.1 and A.2 hold. Let (θ̄(n)) be a√
n-consistent solution of (5). Then

√
n
(
θ̂(n) − θ̄(n)

)
= oP (1),

under H(n)
g (θ0), as n→∞.

Archive of SID

www.SID.ir

Archive of SID

www.SID.ir



Estimation in ARMA models based on signed ranks 217

Proof. The desired result readily follows from the fact that both θ̂(n)

and θ̄(n) satisfy (8). 2

The advantage of θ̂(n) is that, contrary to θ̄(n), it can be computed
easily and its asymptotic properties are evident.

6 Asymptotic relative efficiencies

Pitman asymptotic relative efficiencies of the proposed estimators
with respect to least-squares estimate are obtained as ratios of the
asymptotic variance matrices. The asymptotic variance matrix of the
proposed signed rank estimator θ̂(n) is given in Proposition 5.1, and
it is well-known that the asymptotic variance matrix of the least-
squares estimate θ̂(n)

LS is Γ−1(θ0) (see Whittle (1962)). Therefore, the
ARE of θ̂(n) with respect to θ̂(n)

LS is given by

ARE(θ̂(n)/θ̂
(n)
LS ) = c2(J1, J2, g).

The following table summarizes the numerical values of ARE of
the proposed signed rank estimators with respect to the least-squares
estimate for various score functions (van der Waerden, Wilcoxon and
Laplace) under some usual densities (normal, logistic and double-
exponential).

Score functions Density types
J1(u)J2(v) Normal Logistic Double-exponential

van der Waerden 1.000 1.048 1.226
Φ−1(u)Φ−1(v)

Wilcoxon 0.948 1.098 1.482
(2u− 1) ln( v

1−v )

Laplace 0.612 0.812 2.000
sgn(2u− 1)F−1

e (v)

Table 1: ARE of θ̂(n) with respect to θ̂(n)
LS .
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218 Allal and Kaaouachi

An inspection of Table 1 reveals the excellent asymptotic perfor-
mances of the proposed signed rank estimator: the van der Waerden
estimator performs uniformly and strictly better that the correspond-
ing least-squares except of course under normal density, when they
perform equally well.

7 Simulation results

In this section we report the result of a small simulation study per-
formed using S-plus. We considered the following AR(1) model

Xt − θ0Xt−1 = εt, t ∈ Z,

where |θ0| < 1 and εt has an unspecified density g symmetric with
respect to zero.

The parameter θ0 was taken to be 0.4 and the three innovation
density (normal, logistic and double-exponential) have been investi-
gated. In each case, we generated independently M = 1000 repli-
cations for sample sizes n = 40 (small) and n = 200 (large), and
constructed seven estimators for θ0 : the least-squares estimate, rank
estimator described in Allal, Kaaouachi and Paindaveine (2001) (for
van der Waerden, Wilcoxon and Laplace scores) and our signed rank
estimator (for van der Waerden, Wilcoxon and Laplace scores). For
each estimate, we report the sample mean 1

M

∑M
i=1 θ̂

(n)
i − θ0 and the

mean square error 1
M

∑M
i=1(θ̂

(n)
i − θ0)2. Results are presented in Ta-

bles 2 and 3. The simulations show that the signed rank estimators
perform slightly better than the least-squares estimate, even when
the latter is used as the initial estimate, except the case when the
innovation density is normal.

On the other hand, observe in Table 3 that both the rank estima-
tor and the signed rank estimator give approximately the same results
without detecting the advantage of one of the two types. But, Ta-
ble 2 indicates the performance of signed rank estimators relatively
to rank estimators. This latter numerical result is also established
in Hallin et al. (1990) who showed that the signed-rank procedures
perform better than the unsigned ones, for short series lengths.

Archive of SID

www.SID.ir

Archive of SID

www.SID.ir



Estimation in ARMA models based on signed ranks 219

Estimators Density types
Normal Logistic Double-exponential

least-squares estimate 0.035 0.023 0.021
171e-3 452e-3 283e-3

van der Waerden 0.041 0.029 0.035
sigend rank estimator 246e-3 458e-3 275e-3

Wilcoxon 0.045 0.028 0.029
sigend rank estimator 258e-3 421e-3 257e-3

Laplace 0.051 0.032 0.028
sigend rank estimator 337e-3 467e-3 245e-3

Van der Waerden 0.043 0.031 0.031
rank estimator 248e-3 469e-3 278e-3

Wilcoxon 0.046 0.027 0.030
rank estimator 259e-3 431e-3 261e-3

Laplace 0.053 0.037 0.021
rank estimator 349e-3 469e-3 246e-3

Table 2: Simulation results with series length n = 40.

Estimators Density types
Normal Logistic Double-exponential

least-squares estimate 0.017 0.008 0.015
542e-5 745e-6 681e-5

van der Waerden 0.019 0.011 0.016
sigend rank estimator 561e-5 586e-5 503e-5

Wilcoxon 0.018 0.009 0.012
sigend rank estimator 613e-5 508e-5 571e-5

Laplace 0.024 0.010 0.011
sigend rank estimator 715e-5 604e-5 413e-5

Van der Waerden 0.020 0.010 0.014
rank estimator 560e-5 582e-5 500e-5

Wilcoxon 0.017 0.008 0.013
rank estimator 617e-5 507e-5 569e-5

Laplace 0.024 0.012 0.009
rank estimator 712e-5 605e-5 416e-5

Table 3: Simulation results with series length n = 200.
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