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Abstract� We derive moment inequalities for the supremum of em�

pirical processes of U �Statistic structure and give application to ker�

nel type density estimation and estimation of the distribution func�

tion for functions of observations�

� Introduction

Moment inequalities for the supremum of empirical processes with

applications to kernel type estimation of a density function and a

distribution function for identically distributed observations were in�

vestigated by Ahmad ������ and by Prakasa Rao ������ for ��mixing

stationary processes� Kernel type density estimation was extensively

discussed in Prakasa Rao ��	
���

Let Xn� n � � be independent and identically distributed �i�i�d��
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random variables and for a given integer m � �� g � Rm � R be a

real�valued function symmetric in its arguments� Motivated by ex�

amples to study the measure of degree of spatial randomness in a

spatial point pattern �cf� Diggle
 �	
�� through study of the distri�

bution function of the inter�point distances with g�x�� x�� � jx��x�j
with m � � and to study the distribution of sum of insurance claims

with g�x�� � � � � xm� � x�� � � ��xm for some �xed m � �� such as
 for

instance
 in health insurance �cf� Panjer and Willmot
 �		��
 Frees

��		�� investigated the problem of estimation of the density function

of the random variable g�X�� � � � � Xm� using the kernel method of

density estimation� We will derive some moment inequalities for the

deviation of this density estimator from the true density of the func�

tion g�X�� � � � � Xm� assuming that it exists and obtain the optimal

rate for the bandwidth in the sense of the supremum norm� Ahmad

and Fan ������ obtained optimal bandwidths
 optimal in the sense

of minimization of the asymptotic mean integrated squared error
 for

the kernel density estimator proposed by Frees ��		���

� Empirical process of U�Statistic structure

Let Xn� n � � be independent and identically distributed �i�i�d�� ran�

dom variables and let g � Rm � R be a real�valued function� As

a generalization of the usual empirical distribution function
 we con�

sider the empirical distribution function Hn�t� de�ned by the random

variables

fg�Xi�� � � � � Xim� � � � i� � � � � � im � ng�
that is
 for �� � t ���

Hn�t� � �nCm�
��
X
c

I�g�Xi�� � � � � Xim� � t� ��� ��

hereafter called the empirical kernel distribution function �EKDF��

Here I��� denotes the indicator function of a set
 fi�� � � � � img is an

ordered subset of f�� � � � � ng and
P

c denotes that the sum is taken

over all nCm such subsets� For a �xed t 
 Hn�t� is a U �Statistic� Let

H�t� be the distribution function of g�X�� � � � � Xm�� The process

fpn�Hn�t��H�t��� n � �g
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is called the empirical process of U �Statistic structure� Observe that

this process reduces to the usual empirical process of the i�i�d� ran�

dom variables fg�Xn�� n � �g in case m � �� Silverman ��	��� es�

tablished the weak convergence of the process� Sen ��	
�� discussed

the properties of EKDF from the view point of U �Statistic theory

and established Glivenko�Cantelli lemma type result for the EKDF

and studied the weak convergence of the related empirical process as

de�ned above� Ser�ing ��	
�� proved the central limit theorems for

functionals of empirical distribution function of U �Statistic structure

in his study of genaralized L�Statistics� Silverman ��	
�� extended

these results by proving the weak convergence of the sequence of pro�

cesses

fpn�Hn�t��H�t����� � t ��g� n � �

to a continuous Gaussian process in weighted sup�norm metrics in

D������� Dehling et al� ��	
�� obtained an almost sure approx�

imation of the process n�Hn � H� by a suitable Gaussian process

with a remainder term of the order O�n
�

�
���� � � � extending the

Kiefer�result for the empirical distribution function of i�i�d� random

variables� As a consequence of Corollary � in Dehling et al� ��	
��


it follows that

Dn � sup
���t��

jHn�t��H�t�j � O�n�����log logn����� ��� ��

almost surely�

Let � � ������ � � � � ��n�� denote an arbitrary permutation of

��� � � � � n�� Following the blocking arguments of Hoe�ding in connec�

tion with his study of U �statistics
 de�ne i�i�d� random variables

Y �
j�� � g�X��jm���� � � � � X��jm�m��� j � �� �� � � � � �

n

m
�� � ��� ��

where � nm � denotes the largest integer less than or equal to n
m � Then

Y �
� � � � � � Y

�
� n
m
� are i�i�d� random variables with the distribution function

H and the empirical distribution function

H�
n �t� � �

n

m
���

� n
m
�X

j��

I �Y �
j � t�� ��� ��
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Furthermore
 it is known that

Hn�t� � �n����
X
�

H�
n �t� ��� ��

which is also known as the Hoe�ding identity� Hence

Hn�t��H�t� � �n����
X
�

fH�
n �t��H�t�g

which implies that

sup
t
jHn�t��H�t�j � �n����

X
�

sup
t
jH�

n �t��H�t�j�

Therefore

E�sup
t
jHn�t��H�t�j� � �n����

X
�

E�sup
t
jH�

n �t��H�t�j��

Since the random variables Xn� n � � are i�i�d� random variables� it

follows that

E�sup
t
jH�

n �t��H�t�j�

is the same for any permutation � � ������ � � � � ��n�� of ��� � � � � n��

Hence

E�sup
t
jHn�t��H�t�j� � E�sup

t
jH�

n �t��H�t�j� ��� ��

for any permutation � of ��� � � � � n�� Therefore
 from the results given

in the inequality ��� of Ahmad ������ for the deviation of the empir�

ical distribution function from the true distribution function for i�i�d�

random variables
 it follows that

E�sup
t
jH�

n �t��H�t�j� � Kr�
n

m
����� ��� ��

for any integer r � � where

Kr � f r

�r��
��r���g��r� ��� 
�

Furthermore
 the inequality ��� of Ahmad ������ implies that

E�expft
r
�
n

m
� sup

y
jH�

n �y��H�y�jg�� � �
p
�	te�t

�

��� 	�
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for every n � m� Combining the above facts
 we have the following

result for the EKDF Hn�

Theorem ���� Let Xi� � � i � n be i�i�d� random variables and

Hn be the empirical kernel distribution function corresponding to a

kernel g�x�� � � � � xm� as de�ned earlier and let H be the distrbution

function of g�X�� � � � � Xm�� Then� for every integer r � �� and for all

n � m�

E�sup
t
jHn�t��H�t�j� � Kr�

n

m
����� ��� ���

where Kr is an absolute constant as de�ned in ����� and for every

n � m�

E�expft
r
�
n

m
� sup

y
jHn�y��H�y�jg� � � �

p
�	te�t

�

� ��� ���

� Application to Density Estimation

Following the notation introduced in the previous section
 suppose

that the distribution function H�t� of the random variable

g�X�� � � � � Xm�

has the probability density function h�t�� Suppose that the function

h�t� has a continuous and bounded second derivative with

sup
t
jh���t�j � Ch ���

Frees ��		�� studied the problem of estimation of the density func�

tion h�t� by the kernel method of density estimation �cf� Prakasa

Rao ��	
���� Let w��� be a bounded symmetric probability density

function with mean zero and �nite variance 
�w� Further suppose that

it is of bounded variation with total variation Vw�

The kernel type density estimator hn�t� of h�t� introduced by

Frees ��		�� is given by

hn�t� � �nCmbn�
��
X
c

w�
t� g�Xi�� � � � � Xim�

bn
� ��� ��
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where bn is the bandwidth such that bn � � as n��� Let

Jn � sup
t
jhn�t�� h�t�j�

Applying the Taylor�s expansion for the function h�t�ubn� around the
point t and observing that w��� is a bounded symmetric probability
density function with mean zero and �nite variance
 it is easy to check
that

jhn	t
� h	t
j � j
�

bn

Z
�

��

w	
t� y

bn

dHn	y
�

�

bn

Z
�

��

w	
t� y

bn

dH	y
j 	�� �


�j
�

bn

Z
�

��

w	
t� y

bn

dH	y
� h	t
j

�
�

bn
sup

���y��

jHn	y
�H	y
jj

Z
�

��

dw	
t� y

bn

j�

b�n

�
�
�

wCh

�
�

bn
sup

���y��

jHn	y
�H	y
jVw �
b�n

�
�
�

wCh

�
�

bn
DnVw �

b�n

�
�
�

wCh

where Dn is as de�ned by ������ Hence

E�Jn� � �

bn
E�Dn�Vw �

b�n
�

�wCh� ��� ��

Applying the bound on E�Dn� derived in Theorem ���
 we have

E�Jn� � Kr
�

bn
�
n

m
�����Vw �

b�n
�

�wCh� ��� ��

Choosing bn such that

�

bn
�
n

m
����� � b�n�

that is


bn � �
n

m
����	�

we get an optimum bound on E�Jn� as far as the rate of convergence

is concerned and for a such choice of the bandwidth bn�

E�Jn� � O��
n

m
����
�� ��� ��

Following equation ���� of Ahmad and Fan ������
 observe that the

optimal bandwidth for minimizing the asymptotic mean integrated
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squared error �AMISE� of the density estimator hn�t� is of the or�

der �nCm�
���
 as opposed to the optimal bandwidth for minimizing

the bound on the mean uniform deviation of the density estimator

obtained above which is of the order � nm ����	� If m � �� then these

orders reduce to n���
 and n���	 respectively�

Let us now consider the problem of estimation of the functional

I�h� �

Z
�

��

h��t�dt� ��� ��

An estimator of I�h� is I�hn�� Note that

jI�hn�� I�h�j � j
Z
�

��

�hn�t�� h�t���hn�t� � h�t��dtj

�
Z
�

��

jhn�t�� h�t�jjhn�t� � h�t�jdt

� sup
���t��

jhn�t�� h�t�j
Z
�

��

jhn�t� � h�t�jdt
� � sup

���t��
jhn�t�� h�t�j � �Jn�

The last equality follows from the fact that the functions hn�t� and

h�t� are probability density functions� Hence

EjI�hn�� I�h�j � ��
�

bn
E�Dn�Vw �

b�n
�

�wCh� ��� ��

� ��Kr
�

bn
�
n

m
�����Vw �

b�n
�

�wCh��

If bn � � nm ����	� then the above bound reduces to

EjI�hn�� I�h�j � O��
n

m
����
�� ��� 
�

� Application to Estimation of Distribution

Function

Let us now consider the problem of estimating the distribu�

tion function H��� of g�X�� � � � � Xm� based on the i�i�d� observations

fXi� � � i � ng for a �xed integer m � ��
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LetRn�x� be a sequence of distribution functions converging weakly

to the distribution function R�x� degenerate at zero such that

sup
���x��

jRn�x��R�x�j � o��n� ��� ��

where �n � � as n��� De�ne

�Hn�t� � �nCm�
��
X
c

Rn�t � g�Xi�� � � � � Xim�� ��� ��

Let

Zn � sup
���t��

j �Hn�t��H�t�j ��� ��

� sup
���t��

j �Hn�t�� E �Hn�t�j� sup
���t��

jE �Hn�t��H�t�j�

But

�
� 
	

sup
���t��

j �Hn�t	� E �Hn�t	j � sup
���t��

j

Z
�

��

Rn�t� y	dHn�y	

�

Z
�

��

Rn�t � y	dH�y	j

� sup
���t��

j

Z
�

��

�Hn�y	 �H�y		dRn�t� y	j

� Dn�

Therefore

Zn � Dn � sup
���t��

jE �Hn�t��H�t�j� ��� ��

It can be checked that

sup
���t��

jE �Hn�t	 �H�t	j � sup
���t��

j

Z
�

��

jRn�t� y	

�R�t � y	jh�y	dy �
� �	

� sup
���t��

jRn�t	 �R�t	j

Z
�

��

h�y	dy

� �n�

Hence

E�Zn� � E�Dn� � �n� ��� ��
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Applying Theorem ��� 
 we get that

E�Zn� � Kr�
n

m
����� � �n� ��� 
�

Remarks� It is interesting to note that the bounds obtained in The�

orem ��� and hence the bounds given in the inequalities �����
 �����

and ���
� do not depend on the function g�x�� � � � � xm�� Further more

the results agree with the optimal rate for bandwidth obtained in

Ahmad ������ for the case m � �� that is
 for the standard problem

of density estimation�
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