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Abstract. In this paper we specify the conditions on the parameters
of pairs of gOS’s under which the corresponding generalized order
statistics are ordered according to usual stochastic ordering, hazard
rate ordering, likelihood ratio ordering and dispersive ordering. We
consider this problem in one-sample as well as two-sample problems.
We show that some of the results obtained by Franco et al. [Probab.
Engrg. Inform. Sci. 2002, 16, 471-484] and Belzunce et al. [Probab.
Engrg. Inform. Sci. (2004), to appear] for stochastic orderings of
gOS’s are contained in our new results.

1 Introduction

Order statistics and record values play an important role in statistics,
in general, and in Reliability Theory and Life Testing, in particu-
lar. Their distributional and stochastic properties have been studied
extensively but separately in the literature. However, they can be
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36 Khaledi

considered as special cases of Generalized order statistics (gOS’s )
(cf. Kamps, 1995) which in addition cover sequential order statistics,
kth record values, Pfeifer’s record model, kn record from noniden-
tical distributions, and ordered random variables which arise from
truncated distributions. It is well known that a sequence of record
values can be viewed as a sequence of the occurrence times of a cer-
tain non-homogeneous Poisson process. It is also connected to the
failure times of a minimal repair process. There is a close connection
between Pfeifer’s records and the occurrence times of a pure birth
process (cf. Pfeifer, 1982b).

Many interesting stochastic orderings results for order statistics
on one hand; and for record values on the other hand, have been ob-
tained separately by many investigators without realizing that anal-
ogous properties can also be found for gOS’s .

In this paper we study the connection between various types of
stochastic orderings between two probability distributions and their
corresponding gOS’s . A consequence of these results will be appli-
cable to all those models which are covered under gOS’s .

This problem has also been studied by Franco et al. (2002) and
Belzunce et al. (2004).

There are several notions of stochastic orderings of varying degree
of strength and they have been discussed in details in Shaked and
Shanthikumar (1994). We first briefly review some of these here.

Throughout this paper increasing means nondecreasing and de-
creasing means nonincreasing; and we shall be assuming that all dis-
tributions under study are absolutely continuous.

Let X and Y be univariate random variables with distribution
functions F and G, survival functions F and G, density functions f

and g; and hazard rates rF (= f/F ) and rG (= g/G), respectively.
Let lX (lY ) and uX (uY ) be the left and the right endpoints of the
support of X (Y ). X is said to be stochastically smaller than Y

(denoted by X ≤st Y ) if F (x) ≤ G(x) for all x. This is equivalent
to saying that Eg(X) ≤ Eg(Y ) for any increasing function g for
which expectations exist. X is said to be smaller than Y in hazard
rate ordering (denoted by X ≤hr Y ) if G(x)/F (x) is increasing in
x ∈ (−∞, max(uX , uY )). In case the hazard rates exist, it is easy to
see that X ≤hr Y , if and only if, rG(x) ≤ rF (x) for every x. X is
said to be smaller than Y in the likelihood ratio order (and written as
X ≤lr Y ) if g(x)/f(x) is increasing in x ∈ (−∞, max(uX , uY )). Note

Archive of SID

www.SID.ir



Some new results on stochastic orderings ... 37

that likelihood ratio ordering implies hazard rate ordering which in
turn implies stochastic ordering.

Let F−1 and G−1 be the right continuous inverses (quantile func-
tions) of F and G, respectively. We say that X is less dispersed than
Y (denoted by X ≤disp Y ) if F−1(β)− F−1(α) ≤ G−1(β)−G−1(α),
for all 0 ≤ α ≤ β ≤ 1. A consequence of X ≤disp Y is that
|X1−X2| ≤st |Y1−Y2| and which in turn implies var(X) ≤ var(Y ) as
well as E[|X1−X2|] ≤ E[|Y1−Y2|], where X1, X2 (Y1, Y2) are two in-
dependent copies of X (Y ). For more details on stochastic orderings,
see Chapters 1 and 4 of Shaked and Shanthikumar (1994).

One of the basic tools in establishing various inequalities in statis-
tics and probability is the notion of majorization. Let {x(1) ≤ . . . ≤
x(n)} denote the increasing arrangement of the components of a vec-
tor x = (x1, . . . , xn). A vector x is said to majorize another vector

y (written x
m
� y) if

∑j
i=1 x(i) ≤

∑j
i=1 y(i) for j = 1, . . . , n − 1 and∑n

i=1 x(i) =
∑n

i=1 y(i). Marshall and Olkin (1979) provides exten-
sive and comprehensive details on the theory of majorization and its
applications in statistics. A vector x in IR+n

is said to be p-larger

than another vector y also in IR+n
(written x

p
� y) if

∏j
i=1 x(i) ≤∏j

i=1 y(i), j = 1, . . . , n. It is known that when x,y ∈ IR+n
, x

m
� y =⇒

x
p
� y. The converse is, however, not true. (cf. Khaledi and Kochar,

2002).

The organization of the paper is as follows. In Section 2, we
introduce gOS’s and state the main theorem which describes the
conditions under which various kinds of stochastic orderings between
gOS’s are established. It is seen that the results of stochastic order-
ings among ordered random variables as order statistics from i.i.d
random variables, classic record values, k-records, Pfeifer’s records
among others (which are particular cases of gOS’s ) follow from the
new results obtained in this paper. In Section 3 we establish like-
lihood ratio ordering, hazard rate ordering, stochastic ordering and
dispersive ordering among gOS’s in one-sample problems and then
we generalize these results to two-sample problems.
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38 Khaledi

2 Main Results

First we give the definition of the joint distribution of n generalized
order statistics (cf. Kamps, 1995, p. 49).

Definition 2.1. Let n ∈ N , k ≥ 1, m1, . . . ,mn−1 ∈ IR, Mr =∑n−1
j=r mr, 1 ≤ r ≤ n− 1 be parameters such that

γr = k + n− r + Mr ≥ 1 for all r ∈ {1, . . . , n− 1}

and let m̃ = (m1, . . . ,mn−1), if n ≥ 2 (m̃ ∈ IR arbitrary, if n = 1).
If the random variables U(r, n, m̃, k), r = 1, . . . , n, possess a joint
density function of the form

fU(1,n,m̃, k),...,U(n,n,m̃, k)(u1, . . . , un)

= k

n−1∏
j=1

γj

(n−1∏
i=1

(1− ui)mi

)
(1− un)k−1

on the cone 0 ≤ u1 ≤ . . . ≤ un < 1 of IRn, then they are called uni-
form generalized order statistics. Generalized order statistics based
on some distribution function F are now defined by means of the
quantile transformation

X(r, n, m̃, k) = F−1(U(r, n, m̃, k)), r = 1, . . . , n

and they are denoted by gOS’s .

As discussed in Kamps (1995), for suitable choices of the parame-
ters these reduce to the joint distributions of order statistics from a
continuous distribution, record values, Pfeifer’s record values and so
on.

Throughout this paper for r = 1, . . . , n

X(r, n, m̃, k) and Y (r, n, m̃, k)

stand for rth generalized order statistics based on continuous distri-
bution function F and G respectively.

Kamps (1995, Section 5.2) for a particular set of parameters
proved a likelihood ratio ordering between pairs of gOS’s based on
distribution F . Then, Franco et al. (2002, Theorem 3.5 and Theo-
rem 3.6) and Belzunce et al. (2004, Corollary 3.2, Theorem 3.5 and
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Some new results on stochastic orderings ... 39

Theorem 3.12) further studied this problem in one sample problem
as well as two sample problem and proved somewhat general results
about preservation of stochastic ordering, hazard rate ordering and
dispersive ordering under the formation of gOS’s .

In the next Theorem whose proof is given in Section 3, we show
that the above results of Franco et al. (2002) and Belzunce et al.
(2004) can be extended for more general set of parameters.

Theorem 2.1. For i ≥ i′,

(a) G ≤st F ⇒ Y (i
′
, n

′
, m̃

′
, k

′
) ≤st X(i, n, m̃, k),

(b) G ≤hr F ⇒ Y (i
′
, n

′
, m̃

′
, k

′
) ≤hr X(i, n, m̃, k), and

(c) if either F or G is DFR, G ≤disp F ⇒ Y (i
′
, n

′
, m̃

′
, k

′
) ≤disp

X(i, n, m̃, k);

provided

(γ`1 , . . . , γ`i′ )
p
� (γ

′
1, . . . , γ

′

i′
) for some set {`1, . . . , `i′} ⊂ {1, . . . , i},

(2.1)
where γr = k + n− r +

∑n−1
h=r mh and γ

′
r = k

′
+ n

′ − r +
∑n′−1

h=r m
′
h.

It is easy to see that the conditions m ≥ m′ ≥ −1, i ≥ i′ and
γi ≤ γ′i′ of Theorem 3.5 and Theorem 3.6 in Franco et al. (2002)
implies that γi−j+1 ≤ γ′i′−j+1, j = 1, . . . , i′, from which it follows that
condition (2.1) is satisfied. That is, these Theorems are particular
cases of Theorem 2.1. The cases when i = i′, n = n

′
, m̃ = m̃′ and

k = k′ from which it follows that γi = γ′i has been considered in
Belzunce et al. (2004). They are also particular cases of Theorem
2.1.

It is well known that for specific sets of parameters, n, k and mi,
i = 1, . . . , n−1, the gOS’s reduce to the well known ordered random
variables. Below we characterize the required index sets for which
Theorem 2.1 holds.

(A) Order Statistics from i.i.d random variables. For n ≥ 1,
let Xi:n denote the ith order statistic based on a random sample
X1, . . . , Xn from a continuous distribution with cdf F and let
Yi′:n′ denote the i′th order statistic based on a random sample
Y1, . . . , Yn′ from a continuous distribution with cdf G. These are
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40 Khaledi

respectively, special cases of gOS’s with m1 = . . . = mn−1 = 0,
k = 1 and m′

1 = . . . = m′
n′−1 = 0, k′ = 1. In this case

γr = n − r + 1, r = 1, . . . , n − 1 and γ′r = n′ − r + 1, r =
1, . . . , n′ − 1. With these settings we see that (2.1) is satisfied
when n − i ≤ n

′ − i
′
. That is for i ≥ i

′
and n − i ≤ n

′ − i
′
it

follows from Theorem 2.1 that

(a) G ≤st F ⇒ Yi′ :n′ ≤st Xi:n,

(b) G ≤hr F ⇒ Yi′ :n′ ≤hr Xi:n, and

(c) if either F or G is DFR, G ≤disp F ⇒ Yi′ :n′ ≤disp Xi:n,

as part (a) and (b) can be found in Boland et al. (2002) and
(c) proved by Khaledi and Kochar (2000).

(B) k-Records. Let {Xi, i ≥ 1} be a sequence of i.i.d random vari-
ables from a continuous distribution F and let k be a positive
integer. The random variables L(k)(n) given by L(k)(1) = 1,

L(k)(n + 1) = min{j ∈ N ;Xj:j+k−1 > XL(k)(n):L(k)((n)+k−1)},
n ≥ 1,

are called the nth k-th record times and the quantities

XL(k)(n):L(k)((n)+k−1)

which we denote by RX
n:k are termed the nth k-records (cf.

Kamps, 1995, p.34). Let RY
n:k′ , n ≥ 1, be another sequence

of k′-records corresponding to continuous distribution G.

In the case m1 = . . . = mn−1 = −1 and k ∈ N , the density func-
tion of the first n gOS’s based on distribution F reduces to the
joint density function of the first n k-records corresponding to
a sequence of independent random variables from a continuous
distribution F . In this case γr = k, r = 1, . . . , n − 1, γ′r = k′,
r = 1, . . . , n − 1 and mi = m

′
i = −1, i = 1, . . . , n − 1. Let

k ≤ k
′
. Using the above setting it follows that the conditions

(2.1) of Theorem 2.1 is satisfied. Therefore, for i ≥ i
′
, we have

(a) G ≤st F ⇒ RY
i′ :k′ ≤st RX

i:k,

(b) G ≤hr F ⇒ RY
i′ :k′ ≤hr RX

i:k, and

(c) if either F or G is DFR, G ≤disp F ⇒ RY
i′ :k′ ≤disp RX

i:k.
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Some new results on stochastic orderings ... 41

As for the case when X =st Y , (b) was proved by Raqab and
Amin (1996). For the case when k = k′ = 1, classic record
model, (c) was proved by Kochar (1996) and (b) has been shown
by Ahmadi and Arghami (2001) and Belzunce et al. (2001).

(C) Pfeifer Model For k = 1 the k-records model reduces to the
well know classic record model and for this model it is known
that successive record values follows the conditional distribution
given by

P (Rn > x|Rn−1 = x) =
1− F (y)
1− F (x)

, for y > x. (2.2)

Pfeifer (1982a) generalized the above model and consider a
model in which the successive (upper) records values consti-
tute a Markov chain with nonstationary transition distribution
given by

P (Rn > x|Rn−1 = x) =
1− Fn(y)
1− Fn(x)

, for y > x.

Such a dependence structure for the record value sequence can
be produced as follows. Suppose we have a double array of in-
dependent random variables {X01, Xnj ;n, j ≥ 1} such that Xnj

distribution function Fn, n ≥ 0. Now take R0 = X01 and define
δn = min{j : Xnj > Rn−1} and Rn = Xn,δn for n ≥ 1. This
setting is called Pfeifer record model (cf. Arnold, Balakrish-
nan and Nagaraja, 1998, p.198). Pfeifer (1982b) showed that
the sequence of jump-time generated by a pure birth process is
identically distributed with records from Pfeifer models. There-
fore the new results obtained here can be applied to this kind
of Process.

For given positive real numbers β1, . . . βn, the model of gOS’s
based on distribution F with parameters mi = βi − βi+1 − 1,
i = 1, . . . , n− 1 and k = βn is reduced to Pfeifer’s record model
based on distribution

Fr(t) = 1− (1− F (t))βr .

Let {RX
n , n ≥ 0} and {RY

n , n ≥ 0} be two independent se-
quences of Pfeifer’s records based on distributions Fr(t) = 1−
(1 − F (t))βr and Gr(t) = 1 − (1 − G(t))βr , respectively, where
F and G both are continuous distributions. Then for i ≥ i

′
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(a) G ≤st F ⇒ RY
i′
≤st RX

i ,

(b) G ≤hr F ⇒ RY
i′
≤hr RX

i , and

(c) if either F or G is DFR, G ≤disp F ⇒ RY
i
′ ≤disp RX

i ,

provided (β`1 , . . . , β`i′ )
p
� (β

′
1, . . . , β

′

i′
) for some set {`1, . . . , `i′} ⊂

{1, . . . , i} is satisfied.

In particular let i = i′. Then it follows from the above result that
RX̃

i ≤hr RX
i and RX̃

i ≤disp RX
i , where RX̃

i is the ith record corre-
sponding to classic record model based on exponential distribution
with hazard rate β̃, the geometric mean of β1, . . . , βi.

As discussed in Kamps (1995), there are many other models like
sequential order statistics, order statistics with non-integral sample
size etc which can also be expressed as special cases of gOS’s .

3 Auxiliary results and proofs

We shall be using the following known results to prove the main
results in this paper. The following lemma can be found in Shaked
and Shanthikumar (1994).

Lemma 3.1. The random variable X satisfies

(a) X ≤disp X + Y and (b) X ≤lr X + Y

for any random variable Y independent of X if and only if X has a
logconcave density.

Bagai and Kochar (1986) established the following connections be-
tween hazard rate ordering and dispersive ordering under some re-
strictions on the shapes of the distributions.

Theorem 3.1. Let X and Y be two nonnegative random variables.
(a) If Y ≤hr X and either F or G is DFR (decreasing failure rate),
then Y ≤disp X,

(b) if Y ≤disp X and either F or G is IFR (increasing failure rate),
then Y ≤hr X.

we need the following result due to Rojo and He (1991).
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Theorem 3.2. Let X and Y be two random variables such that
X ≤st Y . Then X ≤disp Y implies that γ(X) ≤disp γ(Y ) where γ is
a nondecreasing convex function.

Theorem 3.3. Let Xλ1 , . . . , Xλn be independent random variables
such that Xλi

has gamma distribution with shape parameter a ≥ 1
and scale parameter λi, for i = 1, . . . , n. Then,

(a) λ
p
� λ′ implies

n∑
k=1

Xλk
≥disp

n∑
k=1

Xλ′
k
,

(b) λ
p
� λ′ implies

n∑
k=1

Xλk
≥hr

n∑
k=1

Xλ′
k
and,

(c) λ
m
� λ′ implies

n∑
k=1

Xλk
≥lr

n∑
k=1

Xλ′
k
.

Parts (a) and (b) proved by Khaledi and Kochar (2004) and part (c)
proved by Korwar (2002).

Theorem 3.4. (cf. Kamps, 1995, p.81) Let X(r, n, m̃, k), r =
1, . . . , n be Generalized order statistics based on the distribution F

with F (x) = 1− e−x, x ≥ 0. Then the random variables

Y1 = γ1X(1, n, m̃, k),

Yj = γj(X(j, n, m̃, k)−X(j − 1, n, m̃, k)), j = 2, . . . , n,

with γj = k + n− j +
n−1∑
i=j

mi

are stochastically independent and identically distributed according to
F .

Moreover, for r = 2, . . . , n we have the representation

X(r, n, m̃, k) =st

r∑
j=1

Xγj , (3.1)

where Xγj has exponential distribution with hazard rate γj, j = 1, . . . , r.

Khaledi and Kochar (2000) proved that for i ≤ j and n−i ≥ m−j,
Xi:n ≤disp Xj:m, where Xi:n, i = 1, . . . , n is the ith order statistics
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of a random sample of size n from a DFR distribution. In the next
theorem we prove this result for the generalized order statistics.

In the following let Z(i, n, m̃, k), i = 1, . . . , n, denotes the ith
generalized order statistic based on standard exponential distribution
(denoted by E(x)).

Theorem 3.5. Under the condition (2.1), for i ≥ i
′
,

(a) X(i
′
, n

′
, m̃

′
, k

′
) ≤hr X(i, n, m̃, k), and

(b) if F is DFR, then X(i
′
, n

′
, m̃

′
, k

′
) ≤disp X(i, n, m̃, k).

Proof: First we prove (b).

It follows from Theorem 3.4 that Z(i, n, m̃, k) =
i∑

h=1

Xγh
, where

Xγh
has exponential distribution with hazard rate γh, h = 1, . . . , i.

For i ≥ i′, we have

i∑
ν=1

Xγν =
i′∑

ν=1

Xγ`ν
+

∑
ν /∈{`1,...,`i′}

Xγν

≥disp

i′∑
ν=1

Xγ`ν

≥disp

i′∑
ν=1

Xγ′
ν
,

since the density function of a gamma random variable with shape
parameter a ≥ 1 is logconcave and a convolutions of independent
random variables with logconcave densities is logconcave, the first
inequality follows from Lemma 3.1(a). Under the condition (2.1)
The second inequality follows from Theorem 3.3 (a). That is we have
shown that

Z(i
′
, n

′
, m̃

′
, k

′
) ≤disp Z(i, n, m̃, k). (3.2)

By definition of generalized order statistics, we have that for i =
1, . . . , n

X(i, n, m̃, k) = F−1
(
1− e−Z(i,n,m̃,k)

)
(3.3)

= F−1oE(Z(i, n, m̃, k)).
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Function F−1oE is increasing and convex, since F is DFR. Using
this and (3.2), the required result follows from Theorem 3.2. This
completes the proof of (b).

It is known that the convolutions of independent exponential dis-
tribution is IFR. Using this and (3.2), it follows from Theorem 3.1 (b)
that Z(i

′
, n

′
, m̃

′
, k

′
) ≤hr Z(i, n, m̃, k). Now (a) follows from this and

the fact that hazard rate ordering is preserved by increasing trans-
formation.

The relation (3.3) was used by Cramer and Kamps (2003) to prove
that increasing failure rate property is preserved by gOS′s .

Next we establish the likelihood ratio ordering between general-
ized order statistics based on distribution F .

Theorem 3.6. For i ≥ i
′
, X(i

′
, n

′
, m̃

′
, k

′
) ≤lr X(i, n, m̃, k) pro-

vided,

(γ`1 , . . . , γ`i′ )
m
� (γ

′
1, . . . , γ

′

i′
) for some set {`1, . . . , `i′} ⊂ {1, . . . , i}.

(3.4)

Proof: Using the similar kind of arguments as used to prove (3.2),
it follows from Theorem 3.3 (c) and Lemma 3.1(b) that

Z(i
′
, n

′
, m̃

′
, k

′
) ≤lr Z(i, n, m̃, k). (3.5)

It is also known that the likelihood ratio ordering is closed under
increasing transformation. Since the transformation (3.3) is increas-
ing, now the required result follows from (3.5).

Using similar idea of stochastic comparisons of convolutions of
independent random variables (cf. Shanthikumar and Yao, 1991),
Korwar (2003) proved likelihood ratio orders for particular censored
order statistics which are in some cases special cases of gOS′s .

In the next theorem we prove that without loss of generality the
condition mi = m, i = 1, . . . , n − 1 of Theorem 3.2 and Theorem
3.3 in Franco et al. (2002) can be removed from the statement of
the above theorems. The same result was proved in Belzunce et al.
(2004) by using different kind of arguments.
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Theorem 3.7.

(a) G ≤st F ⇒ Y (i, n, m̃, k) ≤st X(i, n, m̃, k).

(b) G ≤hr F ⇒ Y (i, n, m̃, k) ≤hr X(i, n, m̃, k).

Proof: (a) From (3.3) we have

FX(i,n,m̃,k)(x) = FZ(i,n,m̃,k)

(
− log(F (x))

)
(3.6)

≥ FZ(i,n,m̃,k)

(
− log(G(x))

)
= GY (i,n,m̃,k)(x).

It follows from F (x) ≥ G(x) that − log(F (x)) ≤ − log(G(x)). The
above inequality follows from the fact that FZ(i,n,m̃,k)(x) is decreasing
function of x. This proves (a).

(b) Using (3.6) the hazard rate of X(i, n, m̃, k) can be written as

rX(i,n,m̃,k)(x) = rF (x)
fZ(i,n,m̃,k)

(
− log(F (x))

)
FZ(i,n,m̃,k)

(
− log(F (x))

) .

By assumption rF (x) ≤ rG(x). Z(i, n, m̃, k) is a convolutions of in-
dependent exponential random variables, hence is IFR. On the other
hand it follows from G ≤hr F that F (x) ≥ G(x) which in turn im-
plies that − log(F (x)) ≤ − log(G(x)). Combining these observations
it follows that

rX(i,n,m̃,k)(x) ≤ rG(x)
fZ(i,n,m̃,k)

(
− log(G(x))

)
FZ(i,n,m̃,k)

(
− log(G(x))

)
= rY (i,n,m̃,k)(x).

This completes the proof of (b).

The following theorem due to Belzunce et al. (2004) establishes
dispersive ordering between generalized order statistics based on dif-
ferent distributions.

Theorem 3.8. For i = 1, . . . , n,

G ≤disp F ⇒ Y (i, n, m̃, k) ≤disp X(i, n, m̃, k).
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Now we are ready to prove Theorem 2.1.
Proof of Theorem 2.1 From Theorem 3.7 (a) we have that

Y (i, n, m̃, k) ≤st X(i, n, m̃, k). (3.7)

It also follows from Theorem 3.5 (a) that

Y (i
′
, n

′
, m̃

′
, k

′
) ≤hr Y (i, n, m̃, k),

which in turn implies that

Y (i
′
, n

′
, m̃

′
, k

′
) ≤st Y (i, n, m̃, k).

Now the required results of (a) follows from this and (3.7).
Under the same line as used to prove (a), part (b) follows from

Theorem 3.7 (b) and Theorem 3.5 (a).
Let G be DFR, then it follows from Theorem 3.5 (b) that

Y (i
′
, n

′
, m̃

′
, k

′
) ≤disp Y (i, n, m̃, k). (3.8)

It follows from Theorem 3.8 that

Y (i, n, m̃, k) ≤disp X(i, n, m̃, k).

This and (3.8) proves (c).

The last result of this paper is about establishing likelihood ratio
ordering between generalized order statistics based on different dis-
tributions. The proof is based on Theorem 3.4 in Franco et al. (2002)
and Theorem 3.6.

Theorem 3.9. Under the condition (3.4) for i ≥ i′, either mi =
m ≥ 0, i = 1, . . . , n or m′

i = m ≥ 0, i = 1, . . . , n′ we have that
G ≤lr F ⇒ Y (i

′
, n

′
, m̃

′
, k

′
) ≤lr X(i, n, m̃, k).
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