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Abstract. In the absolutely continuous case, order statistics, record
values and several other models of ordered random variables can be
viewed as special cases of generalized order statistics, which enables
a unified treatment of their theory. This paper deals with discon-
tinuous generalized order statistics, continuing on the recent work of
Tran (2006). Specifically, we show that in general neither records nor
weak records are submodels of discrete generalized order statistics.
Next, we show that progressively Type-II right censored order statis-
tics from an arbitrary distribution can be embedded in the model of
generalized order statistics and then use this fact to establish some
distributional properties of progressively Type-II right censored order
statistics. Finally, we present some characterizations of the geomet-
ric distribution based on progressively Type-II right censored order
statistics.
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1 Introduction

Various models of ordered random variables having different interpre-
tations have been introduced and studied extensively in the literature.
The most popular of these are order statistics, X1:n ≤ · · · ≤ Xn:n,
obtained by arranging n random variables (rv’s) X1, · · · , Xn in non-
decreasing order of magnitude. Order statistics appear in many ar-
eas of statistical theory and applications including quality control,
robustness, outlier detection, and reliability analysis. If we assume
that the underlying rv’s X1, · · · , Xn are independent and identically
distributed (iid) and have probability density function (pdf) f , then
the random vector (X1:n, · · · , Xn:n) has the joint pdf as

fX1:n,X2:n,··· ,Xn:n(x1, x2, · · · , xn) =
{

n!
∏n

i=1 f(xi), x1 ≤ · · · ≤ xn,
0 otherwise.

(1)
For more details on order statistics and their properties, interested
readers may refer to the books by Arnold, Balakrishnan and Nagaraja
(1992), Balakrishnan and Rao (1998a,b), Nevzorov (2001), and David
and Nagaraja (2003).

Censored order statistics are generalizations of order statistics
which arise naturally in life-testing experiments when the experi-
menter does not observe failure times of all units placed on the test.
Various types of censoring schemes have been considered and dis-
cussed in the literature; see, for example, Cohen (1991) and Balakr-
ishnan and Cohen (1991). One of them is progressive Type-II right
censoring which arises as follows. Let n identical units with lifetimes
X1, · · · , Xn be placed on a life-test and at the time of the ith failure,
one failed item and additional Ri remaining units are randomly with-
drawn (or censored) from the experiment, i = 1, · · · ,m. Then, the
m = n−

∑m
i=1 Ri failure times so observed are referred to as progres-

sively Type-II right censored order statistics with censoring scheme
(R1, · · · , Rm), and denoted by X

(R1,··· ,Rm)
1:m:n , · · · , X

(R1,··· ,Rm)
m:m:n . If the

underlying variables X1, · · · , Xn are iid rv’s with absolutely contin-
uous cumulative distribution function (cdf) F and pdf f , then the
joint pdf of all m progressively Type-II right censored order statistics
is given by

f
X

(R1,··· ,Rm)
1:m:n ,··· ,X(R1,··· ,Rm)

m:m:n
(x1, · · · , xm)

=
{

c
∏m

i=1 f(xi){1− F (xi)}Ri , x1 ≤ · · · ≤ xm,
0 otherwise,

(2)
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Ordered Random Variables from Discontinuous Distributions 33

where c = n(n − R1 − 1) · · · (n − R1 − R2 − · · · − Rm−1 −m + 1) ;
see Balakrishnan and Aggarwala (2000, p. 8) and the recent review
article on this topic by Balakrishnan (2007).

Record values, closely related to extremal order statistics, have
several applications including in the statistical study of floods, droughts
and earthquakes and also in problems concerning fatigue failure in re-
liability theory. Suppose X1, X2, · · · is a sequence of iid rv’s. Then,
record times (Tn, n ≥ 1) are defined recurrently as

T1 = 1, Tn+1 = min {j : j > Tn, Xj > XTn} , n ≥ 1,

and record values (or simply records) (Rn, n ≥ 1) as Rn = XTn , n ≥ 1.
It is well-known that if the underlying rv’s X1, X2, · · · have absolutely
continuous cdf F with pdf f , then the joint pdf of the first n records
has the form

fR1,··· ,Rn(x1, · · · , xn) ={
f(xn)

∏n−1
i=1 f(xi){1− F (xi)}−1, x1 < · · · < xn,

0 otherwise.
(3)

For further details concerning records, one may refer to the books by
Arnold, Balakrishnan and Nagaraja (1998) and Nevzorov (2001).

For absolutely continuous cdf F with pdf f , the above three mod-
els of ordered rv’s are all contained in the model of generalized order
statistics introduced by Kamps (1995a,b) in the distributional sense.

Definition 1.1. Let n ≥ 2 be a given integer and m̃ = (m1,m2, · · · ,
mn−1) ∈ Rn−1 and k ∈ (0,∞) be parameters such that

γi = k + n− i +
n−1∑
j=i

mj > 0 for 1 ≤ i ≤ n− 1.

Then, the rv’s U(1, n, m̃, k), · · · , U(n, n, m̃, k) are called generalized
uniform order statistics if their joint pdf has the form

fU(1,n,m̃,k),··· ,U(n,n,m̃,k)(u1, · · · , un) ={
k

(∏n−1
j=1 γj

)
(1− un)k−1

∏n−1
i=1 (1− ui)mi , 0 ≤ u1 ≤ · · · ≤ un ≤ 1

0 otherwise.
(4)

For an arbitrary F , the rv’s

X(i, n, m̃, k) = F←(U(i, n, m̃, k)), i = 1, 2, · · · , n,

are called generalized order statistics (from F ), where F←(u)=inf{x :
F (x) ≥ u}, u ∈ (0, 1] is the generalized inverse function.
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34 Balakrishnan and Dembińska

Remark 1.1. If the cdf F is absolutely continuous with pdf f , then
the rv’s X(1, n, m̃, k), · · · , X(n, n, m̃, k) can be shown to have the
joint pdf [from (4)] as

fX(1,n,m̃,k),··· ,X(n,n,m̃,k)(x1, · · · , xn) ={
k

(∏n−1
j=1 γj

)
f(xn){1− F (xn)}k−1 ∏n−1

i=1 f(xi){1− F (xi)}mi , x1 ≤ · · · ≤ xn

0 otherwise.
(5)

For m̃ = (0, 0, · · · , 0) and k = 1, the pdf in (5) simply re-
duces to the joint pdf of order statistics in (1). For n = m, m̃ =
(R1, R2, · · · , Rm−1) and k = Rm + 1, the pdf in (5) reduces to the
joint pdf of m progressively Type-II right censored order statistics
in (2). The choice of m̃ = (−1,−1, · · · ,−1) and k = 1 leads to
the pdf of records in (3). In addition to these three models, some
other models of ordered rv’s such as the kth records, order statis-
tics with non-integral sample size, appropriately restricted versions
of sequential order statistics, Pfeifer records, and kn-records from
non-identical distributions are all particular cases of generalized or-
der statistics; see Kamps (1995a,b). For some additional results on
generalized order statistics, one may refer to Keseling (1999), Kamps
and Cramer (2001), Cramer and Kamps (2003), and Cramer (2003).

If the ordered rv’s instead arise from discrete distributions, the
distributions become much more complicated simply due to the pos-
itive chance of ties among observations. Despite this, a large body of
results on discrete order statistics and records exist in the literature;
see, for example, the extensive review articles by Nagaraja (1992)
and Dembińska (2007a,b). The distribution theory for other models
of ordered rv’s mentioned above, however, had not been considered in
the literature until recently by Balakrishnan and Dembińska (2007)
who presented some distributional properties of progressively Type-
II right censored order statistics from discrete distributions. Tran
(2006) independently considered discrete generalized order statistics,
but as she aptly observed, this concept does not cover as wide a class
of models as the continuous case does. In fact, she pointed out only
one model that can be viewed as a submodel of discrete generalized
order statistics, and that is the model of discrete order statistics.

In this paper, we first show in Section 2 that records can be
viewed as a submodel of generalized order statistics corresponding
to m̃ = (−1,−1, · · · ,−1) and k = 1 if and only if (iff) the underlying
cdf is continuous, and that weak records as a submodel iff the un-
derlying cdf is degenerate or continuous or has only one atom at the
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Ordered Random Variables from Discontinuous Distributions 35

right endpoint of its support. Next, we show in Section 3 that the
case of progressively Type-II right censored order statistics discussed
recently by Balakrishnan and Dembińska (2007) is indeed a special
case of these generalized order statistics in the distributional sense.
This allows us to apply the distribution theory developed by Tran
(2006) to establish the Markovian property of the bivariate sequence
(X(R1,··· ,Rm)

i:m:n , Vi), where Vi is the number of X
(R1,··· ,Rm)
j:m:n for j ≤ i

that are tied with X
(R1,··· ,Rm)
i:m:n , and also prove some characterizations

of the geometric distribution via properties of progressively Type-II
right censored order statistics.

2 Records and weak records

Tran (2006, p. 31) showed that, in contrast to the continuous case,
generalized order statistics based on a discrete cdf F with support
{0, 1, 2, · · · } and parameters m̃ = (−1,−1, · · · ,−1) and k = 1 can
not be viewed as records based on F . Following Nevzorov (2001, p.
66), we can generalize this result as follows to any cdf F having at
least one atom.

Lemma 2.1. Let (Rn, n ≥ 1) be records corresponding to a sequence
of iid rv’s with cdf F such that

∃ x0 for which F (x−0 ) < F (x0),

and let (RUn, n ≥ 1) denote records from uniform distribution on
[0, 1]. Then, for any n = 2, 3, · · · ,

(R1, R2, · · · , Rn)
d
6= (F←(RU1), F←(RU2), · · · , F←(RUn)), (6)

where d= stands for equality in distribution.

Proof. Suppose the statement in (6) is false. Then, we must have

(R1, R2)
d= (F←(RU1), F←(RU2)),

which by (3) implies that

P (R1 = x0, R2 = x0)
= P (F←(RU1) = x0, F

←(RU2) = x0)
= P (F (x−0 ) ≤ RU1 ≤ F (x0), F (x−0 ) ≤ RU2 ≤ F (x0))

=
∫
A

1
1− u1

du1du2, (7)
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where A = {(u1, u2) : F (x−0 ) ≤ u1 ≤ u2 ≤ F (x0)}. Clearly, the right-
hand side of (7) is positive, which contradicts the fact that R1 < R2.
�

Note that if x0 in Lemma 2.1 is the right endpoint of the support
of F , then records (Rn, n ≥ 1) are not well-defined, while the right-
hand side of (7) is meaningful.

It is well-known that records based on a continuous cdf F admit
the representation

(R1, R2, · · · , Rn) d= (F←(RU1), F←(RU2), · · · , F←(RUn)), (8)
n = 1, 2, · · · ;

see, for example, Nevzorov (2001, p. 66). Upon combining this result,
Lemma 2.1 and Eq. (3), we obtain the following theorem.

Theorem 2.1. The model of generalized order statistics based on
a cdf F for k = 1 and m̃ = (−1,−1, · · · ,−1) reduces in the distribu-
tional sense to the model of records related to F iff F is a continuous
cdf.

In the literature, one can find an alternative model of records
called weak records. In this model, a repetition of a record is also
counted as a record. Weak record times are thereby defined as

U1 = 1, Un+1 = min{j > Un : Xj ≥ XUn} for n ≥ 1,

and weak records as

Wn = XUn , n ≥ 1.

If the parent cdf F is continuous, then the probability of ties among
X1, X2, · · · is equal to zero and consequently the sequence of weak
records coincides almost surely with the sequence of records. There-
fore, in the continuous case, the model of weak records in the dis-
tributional sense is a submodel of generalized order statistics corre-
sponding to the parameters m̃ = (−1,−1, · · · ,−1) and k = 1. A
question that arises is whether this property holds also for discontin-
uous cdf’s F . The following lemma shows that in general the answer
to this question is negative.

Lemma 2.2. Let (Wn, n ≥ 1) be weak records arising from a se-
quence of iid rv’s X1, X2, · · · with cdf F such that

∃ x0 for which F (x−0 ) < F (x0) < 1, (9)
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and let (WUn, n ≥ 1) denote weak records from uniform distribution
on [0, 1]. Then, for any n = 2, 3, · · · ,

(W1,W2, · · · ,Wn)
d
6= (F←(WU1), F←(WU2), · · · , F←(WUn)). (10)

Proof. Let us once again suppose that the statement in (10) is false.
Then, we must have

(W1,W2)
d= (F←(WU1), F←(WU2)). (11)

Since for continuous underlying distributions the sequence of weak
records coincides with the sequence of records with probability 1, Eq.
(11) can be rewritten as

(W1,W2)
d= (F←(RU1), F←(RU2)), (12)

where (RUn, n ≥ 1) denotes the sequence of records from uniform
distribution on [0, 1]. Hence, for x0 satisfying (9),

P (W1 = x0,W2 = x0)
= P (F←(RU1) = x0, F

←(RU2) = x0)
= P (F (x−0 ) ≤ RU1 ≤ F (x0), F (x−0 ) ≤ RU2 ≤ F (x0))

=
∫ F (x0)

F (x−0 )

[∫ F (x0)

u1

1
1− u1

du2

]
du1,

with the last equality being a consequence of (3). An easy computa-
tion gives

P (W1 = x0,W2 = x0) = P (X1 = x0) + P (X1 > x0) ln
P (X1 > x0)
P (X1 ≥ x0)

.

(13)
On the other hand,

P (W1 = x0,W2 = x0)
= P (X1 = x0, X2 = x0)

+
∞∑
i=1

P (X1 = x0, X2 < x0, · · · , X1+i < x0, X2+i = x0)

=
[P (X1 = x0)]2

P (X1 ≥ x0)
. (14)
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Upon combining Eqs. (13) and (14), we obtain

P (X1 = x0)
P (X1 ≥ x0)

= 1 +
P (X1 > x0)
P (X1 = x0)

ln
P (X1 > x0)
P (X1 ≥ x0)

,

which yields

ln a + 1− a = 0, where a =
P (X1 > x0)
P (X1 ≥ x0)

∈ (0, 1).

Since ln a + 1− a < 0 for all a ∈ (0, 1), we obtain the desired contra-
diction. �

Lemma 2.2 readily implies the following result.

Corollary 2.1. Let (Wn, n ≥ 1) be weak records corresponding to
a sequence of iid rv’s with discrete cdf F having at least two points
in its support. Then, for any n = 2, 3, · · · ,

(W1,W2, · · · ,Wn)
d
6= (F←(U(1, n, m̃, 1)), · · · , F←(U(1, n, m̃, 1))),

where m̃ = (−1,−1, · · · ,−1). Therefore, in contrast to the con-
tinuous case, weak records based on a discrete non-degenerate cdf
can not be viewed as generalized order statistics with k = 1 and
m̃ = (−1,−1, · · · ,−1).

The only case remaining concerns the behaviour of weak records
based on a cdf F with only one atom x0 such that F (x0) = 1.

Lemma 2.3. Let (Wn, n ≥ 1) be weak records corresponding to a
sequence of iid rv’s X1, X2, · · · with cdf F having only one atom x0

such that F (x0) = 1, and let (WUn, n ≥ 1) denote weak records from
uniform distribution on [0, 1]. Then, for any n = 1, 2, 3, · · · ,

(W1,W2, · · · ,Wn) d= (F←(WU1), F←(WU2), · · · , F←(WUn)). (15)

Proof. It is well-known that for any cdf F

y ≤ F (x) ⇔ F←(y) ≤ x (16)

and
(X1, · · · , Xn) d= (F←(U1), · · · , F←(Un)), (17)

where U1, U2, · · · is a sequence of iid rv’s uniformly distributed on
[0, 1]; see, for example, David and Nagaraja (2003, p. 15). Moreover,
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for a cdf having only one atom x0 at the right endpoint of its support,
we have

F←(y) = x0 ⇔ F (x−0 ) ≤ y ≤ 1 (18)

and

y2 < F (x−0 ) ⇒ [F←(y1) < F←(y2) ⇔ y1 < y2]. (19)

In order not to complicate the notation, we will prove (15) only for
n = 3. From (17) and (18), we see that

P (W1 = W2 = W3 = x0)

= P (X1 = x0) = P (F←(U1) = x0) = P (F←(WU1) = x0)

= P (F←(WU1) = F←(WU2) = F←(WU3) = x0).

For x1 < x0, Eqs. (16) – (19) yield

P (W1 ≤ x1,W2 = W3 = x0)

= P (W1 ≤ x1,W2 = x0)

= P (X1 ≤ x1, X2 = x0)

+
∞∑

j=3

P (X1 ≤ x1, X2 < X1, · · · , Xj−1 < X1, Xj = x0)

= P (F←(U1) ≤ x1, F
←(U2) = x0)

+
∞∑

j=3

P (F←(U1) ≤ x1, F
←(U2) < F←(U1), · · · ,

F←(Uj−1) < F←(U1), F←(Uj) = x0)

= P (U1 ≤ F (x1), F (x−0 ) ≤ U2 ≤ 1)

+
∞∑

j=3

P (U1 ≤ F (x1), U2 < U1, · · · , Uj−1 < U1,

F (x−0 ) ≤ Uj ≤ 1)

= P (WU1 ≤ F (x1), F (x−0 ) ≤ WU2 ≤ 1)

= P (F←(WU1) ≤ x1, F
←(WU2) = x0)

= P (F←(WU1) ≤ x1, F
←(WU2) = F←(WU3) = x0).
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Similarly, for x1 < x2 < x0, we get

P (W1 ≤ x1,W2 ≤ x2,W3 = x0)
= P (X1 ≤ x1, X1 ≤ X2 ≤ x2, X3 = x0)

+
∞∑

j=4

P (X1 ≤ x1, X1 ≤ X2 ≤ x2, X3 < X2, · · · , Xj−1 < X2,

Xj = x0)

+
∞∑

j=3

P (X1 ≤ x1, X2 < X1, · · · , Xj−1 < X1, X1 ≤ Xj ≤ x2,

Xj+1 = x0)

+
∞∑

j1=3

∞∑
j2=j1+2

P (X1 ≤ x1, X2 < X1, · · · , Xj1−1 < X1, X1 ≤ Xj1 ≤ x2,

Xj1+1 < Xj1 , · · · , Xj2−1 < Xj1 , Xj2 = x0)
= P (F←(U1) ≤ x1, F

←(U1) ≤ F←(U2) ≤ x2, F
←(U3) = x0)

+
∞∑

j=4

P (F←(U1) ≤ x1, F
←(U1) ≤ F←(U2) ≤ x2, F

←(U3) < F←(U2),

· · · , F←(Uj−1) < F←(U2), F←(Uj) = x0)

+
∞∑

j=3

P (F←(U1) ≤ x1, F
←(U2) < F←(U1), · · · , F←(Uj−1) < F←(U1),

F←(U1) ≤ F←(Uj) ≤ x2, F
←(Uj+1) = x0)

+
∞∑

j1=3

∞∑
j2=j1+2

P (F←(U1) ≤ x1, F
←(U2) < F←(U1), · · · ,

F←(Uj1−1) < F←(U1), F←(U1) ≤ F←(Uj1) ≤ x2,

F←(Uj1+1) < F←(Uj1), · · · , F←(Uj2−1) < F←(Uj1),
F←(Uj2) = x0)

= P (U1 ≤ F (x1), U1 ≤ U2 ≤ F (x2), F (x−0 ) ≤ U3 ≤ 1)

+
∞∑

j=4

P (U1 ≤ F (x1), U1 ≤ U2 ≤ F (x2), U3 < U2, · · · ,

Uj−1 < U2, F (x−0 ) ≤ Uj ≤ 1)

+
∞∑

j=3

P (U1 ≤ F (x1), U2 < U1, · · · , Uj−1 < U1, U1 ≤ Uj ≤ F (x2),

F (x−0 ) ≤ Uj+1 ≤ 1)

+
∞∑

j1=3

∞∑
j2=j1+2

P (U1 ≤ F (x1), U2 < U1, · · · , Uj1−1 < U1, U1 ≤ Uj1 ≤ F (x2),

Uj1+1 < Uj1 , · · · , Uj2−1 < Uj1 , F (x−0 ) ≤ Uj2 ≤ 1)
= P (WU1 ≤ F (x1),WU2 ≤ F (x2), F (x−0 ) ≤ WU3 ≤ 1)
= P (F←(WU1) ≤ x1, F

←(WU2) ≤ x2, F
←(WU3) = x0).
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In a similar manner, we conclude that for x1 < x2 < x3 < x0

P (W1 ≤ x1,W2 ≤ x2,W3 ≤ x3) =
P (F←(WU1) ≤ x1, F

←(WU2) ≤ x2, F
←(WU3) ≤ x3),

and the proof for n = 3 is thus complete. Now, for an arbitrary
n, representation (15) can be established following exactly the same
steps. �

Combining all these, we have proved the following theorem.

Theorem 2.2. The model of generalized order statistics based on
a cdf F for k = 1 and m̃ = (−1,−1, · · · ,−1) reduces in the dis-
tributional sense to the model of weak records related to F iff F is
degenerate or continuous or has only one atom at the right endpoint
of its support.

Remark 2.1. Note that a distribution that has only one atom at
the right endpoint of its support is a special mixture of a continuous
distribution and a degenerate distribution.

3 Progressively Type-II right censored order
statistics

It is well-known that order statistics X1:n ≤ · · · ≤ Xn:n arising from
iid rv’s X1, · · · , Xn from an arbitrary cdf F admit the representation

(X1:n, · · · , Xn:n) d= (F←(U1:n), · · · , F←(Un:n)),

where U1:n ≤ · · · ≤ Un:n are order statistics from a random sample
from the uniform distribution on [0, 1]; see, for example, Nagaraja
(1992) and David and Nagaraja (2003, p. 15). Balakrishnan and
Dembińska (2007) recently established that a similar result holds for
progressively Type-II right censored order statistics. More precisely,
if X

(R1,··· ,Rm)
1:m:n ≤ · · · ≤ X

(R1,··· ,Rm)
m:m:n are progressively Type-II right

censored order statistics from an arbitrary cdf F and U
(R1,··· ,Rm)
1:m:n ≤

· · · ≤ U
(R1,··· ,Rm)
m:m:n denote progressively Type-II right censored order

statistics from the uniform distribution on [0, 1], then

(X(R1,··· ,Rm)
1:m:n , · · · , X(R1,··· ,Rm)

m:m:n ) d=

(F←(U (R1,··· ,Rm)
1:m:n ), · · · , F←(U (R1,··· ,Rm)

m:m:n )).
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It then follows that, for an arbitrary cdf F , both order statis-
tics and progressively Type-II right censored order statistics are spe-
cial cases (in the distributional sense) of generalized order statis-
tics. In fact, the model of order statistics is a submodel of general-
ized order statistics corresponding to m̃ = (0, 0, · · · , 0) and k = 1,
while the model of progressively Type-II right censored order statis-
tics corresponds to generalized order statistics with n = m, m̃ =
(R1, R2, · · · , Rm−1) and k = Rm + 1. Consequently, any property
that holds for generalized order statistics is also valid for these two
submodels. In the following two subsections, we will apply the theory
of generalized order statistics to study dependence structure of pro-
gressively Type-II right censored order statistics from an arbitrary cdf
and to obtain some characterizations of the geometric and modified
geometric type distributions.

3.1 Dependence structure

In contrast to the continuous case, order statistics from a discrete
cdf with at least three points in its support do not form a Markov
chain; see Nagaraja (1982) and Arnold, Balakrishnan and Nagaraja
(1992, Section 3.4). Balakrishnan and Dembińska (2007) recently
showed that progressively Type-II right censored order statistics also
similarly do not possess Markov property.

Theorem 3.1.1. [Balakrishnan and Dembińska, 2007] Let F be
a discrete cdf with at least three points in its support. Then, for
an arbitrary censoring scheme (R1, · · · , Rm), the progressively Type-
II right censored order statistics X

(R1,··· ,Rm)
1:m:n , · · · , X

(R1,··· ,Rm)
m:m:n arising

from F do not form a Markov chain.

Even though order statistics from cdf with at least three points
in its support do not exhibit the Markov property, they constitute a
component of a bivariate Markov chain. Rüschendorf (1985) showed
that for a discrete underlying distribution, the sequence (Xi:n, Vi)
forms a Markov chain, where Vi is the number of Xk:n’s for k ≤ i that
are tied with Xi:n. It is of interest to examine whether an analogous
property holds for discrete progressively Type-II right censored order
statistics. To answer this question, we will need the following result
of Tran (2006) concerning generalized order statistics.

Theorem 3.1.2. [Tran, 2006] Let X(1, n, m̃, k), · · · , X(n, n, m̃, k)
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be generalized order statistics based on an arbitrary cdf F , and let

Vi = #{j ≤ i : X(j, n, m̃, k) = X(i, n, m̃, k)}, i = 1, 2, · · ·n.

Then, the bivariate sequence (X(i, n, m̃, k), Vi) forms a Markov chain.

From Theorem 3.1.2, we readily obtain the following result.

Theorem 3.1.3. Let X
(R1,··· ,Rm)
1:m:n , · · · , X

(R1,··· ,Rm)
m:m:n be progressively

Type-II right censored order statistics arising from an arbitrary cdf,
and let

Vi = #{j ≤ i : X
(R1,··· ,Rm)
j:m:n = X

(R1,··· ,Rm)
i:m:n }, i = 1, 2, · · · ,m.

Then, the bivariate sequence (X(R1,··· ,Rm)
i:m:n , Vi) is a Markov chain.

Proof. Since progressively Type-II right censored order statistics
from an arbitrary cdf are a special case of generalized order statis-
tics in the distributional sense, the assertion follows directly from
Theorem 3.1.2. �

3.2 Characterizations of the geometric distribution

There are many characterizations of the geometric distribution based
on order statistics; see Nagaraja (1992) and Rao and Shanbhag (1998).
Tran (2006) extended some of these characterization results via prop-
erties of generalized order statistics. She proved, in particular, that in
the geometric case the rv’s X(1, n, m̃, k) and X(i, n, m̃, k)−X(1, n, m̃,
k) are independent for any 2 ≤ i ≤ n. Moreover, to obtain a charac-
terization of the geometric distribution, the complete independence
between X(1, n, m̃, k) and X(i, n, m̃, k)−X(1, n, m̃, k) does not seem
to be necessary as shown in the following theorem.

Theorem 3.2.1. [Tran, 2006] Let X(1, n, m̃, k), · · · , X(n, n, m̃, k)
be generalized order statistics based on a discrete cdf F with support
{0, 1, · · · }. Then, the rv X(1, n, m̃, k) and the event {X(i, n, m̃, k) =
X(1, n, m̃, k)} are independent for some positive integer 2 ≤ i ≤ n iff
F is a geometric cdf with F (j) = 1− (1−p)j, j = 0, 1, · · · , p ∈ (0, 1).

Theorem 3.2.1 will not hold if we replace X(1, n, m̃, k) by X(j, n, m̃, k),
2 ≤ j < i ≤ n. In the case of order statistics, Deheuvels (1984)
showed that the only discrete distributions for which Xj:n and Xi:n−
Xj:n are independent for some 2 ≤ j < i ≤ n are degenerate cdf’s.
But among discrete cdf’s, the conditional independence of Xj:n and
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{Xi:n = Xj:n} for some 2 ≤ j < i ≤ n, given the event {Xj:n >
Xj−1:n}, implies that F is a modified geometric type cdf; see Na-
garaja and Srivastava (1987). Tran (2006) proved that this result
also holds more generally for generalized order statistics.

Theorem 3.2.2. [Tran, 2006] Let X(1, n, m̃, k), · · · , X(n, n, m̃, k)
be generalized order statistics based on a discrete cdf F with at least
three values in its support S. Then, if for some 2 ≤ j < i ≤ n,
the rv X(j, n, m̃, k) and the event {X(i, n, m̃, k) = X(j, n, m̃, k)} are
conditionally independent, given the event {X(j, n, m̃, k) > X(j −
1, n, m̃, k)}, the underlying distribution is of modified geometric type;
that is, S = {a0, a1, · · · , where ai < aj for i < j}, F (a0) = θ and
F (aj) = 1 − (1 − θ)(1 − p)j, j = 1, 2, · · · , for some θ ∈ (0, 1) and
p ∈ (0, 1).

Since the model of progressively Type-II right censored order
statistics is a submodel of generalized order statistics in the distribu-
tional sense, Theorems 3.2.1 and 3.2.2 can readily be stated in terms
of progressively Type-II right censored order statistics as follows.

Theorem 3.2.3. Let X
(R1,··· ,Rm)
1:m:n , · · · , X

(R1,··· ,Rm)
m:m:n be progressively

Type-II right censored order statistics from a discrete cdf F with sup-
port S.

1. If S = {0, 1, · · · }, then the rv X
(R1,··· ,Rm)
1:m:n and the event

{X(R1,··· ,Rm)
1:m:n = X

(R1,··· ,Rm)
i:m:n } are independent for some 2 ≤ i ≤

m iff F is a geometric cdf;

2. If S has at least three elements and for some 2 ≤ j < i ≤ n,
the rv X

(R1,··· ,Rm)
j:m:n and the event {X(R1,··· ,Rm)

j:m:n = X
(R1,··· ,Rm)
i:m:n }

are conditionally independent, given the event {X(R1,··· ,Rm)
j:m:n >

X
(R1,··· ,Rm)
j−1:m:n }, then F is a modified geometric type cdf.

Other characterizations of the geometric and modified geometric type
distributions established by Tran (2006), based on identical distribu-
tion, independence and conditional expectations of some functions of
generalized order statistics, can all be stated in terms of progressively
Type-II right censored order statistics as well.
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Dembińska, A. (2007a), A review of characterizations of discrete dis-
tributions based on records and kth records. Communications
in Statistics – Theory and Methods, 36, 1381–1387.

Archive of SID

www.SID.ir



46 Balakrishnan and Dembińska
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