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ABSTRACT: This paper reports on the use of Artificial Neural Networks (ANN) and Partial Least Square 
regression (PLS) combined with NIR spectroscopy (900-1700 nm) to design calibration models for the 
determination of sugar content in sugar beet. In this study a total of 80 samples were used as the calibration set, 
whereas 40 samples were used for prediction. Three pre-processing methods, including Multiplicative Scatter 
Correction (MSC), first and second derivatives were applied to improve the predictive ability of the models. 
Models were developed using partial least squares and artificial neural networks as linear and nonlinear models, 
respectively. The correlation coefficient (R), sugar mean square error of prediction (RMSEP) and SDR were the 
factors used for comparing these models. The results showed that NIR can be utilized as a rapid method to 
determine soluble solid content (SSC), sugar content (SC) and the model developed by ANN gives better 
correlation between predictions and measured values than PLS. 
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Introduction1

Sucrose is the main product of sugar beet 
and represents about 95% of the total sugar 
in the crop and the price of sugar beet is 
completely dependent upon its sucrose 
content. Thus, determination of sucrose 
content of sugar-beet is very important. A 
wide variety of methods have been proposed 
for the determination of sucrose in beet 
sugar. Analytical methods for determination 
of sucrose in beet sugar are based on 
diffractometric and polarimetric 
measurements. However, these methods 
 
*Corresponding Author: sminaee@gmail.com  

need extracting of molasses by leaching with 
water in different experimental conditions, 
therefore, they are time consuming and 
costly methods (Garrigues et al., 2000). 

Recently, with the development of 
computer science and chemometrics, 
applications of NIRS technique have 
received more attention from food 
researchers. Sugar content, hardness and 
titratable acidity are three major parameters 
to determine the internal quality and 
characteristics of fruits and other agricultural 
products. For measurement of these 
parameters, several rapid methods are 
available such as, ultrasound (Patist & Bates, 
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2008), microwave absorption (Clerjon et al.,
2003), Nuclear Magnetic Resonance (NMR) 
(Winning et al., 2008), and Near InfraRed 
Spectroscopy (NIRS) (Karoui & 
Baerdemaeker, 2007). Among these methods 
commercial producer have shown more 
interest in using Near-infrared technology. 
NIRS has been used to measure internal 
quality in a wide range of fruits and 
vegetables, such as melon (Dull et al.,
1992), peach (Kawano & Abe, 1995) apple 
(McGlone et al., 2002; Yan-de & Yi-bin, 
2004) and tomato (Shao et al., 2007). Lu 
(2001) conducted a study to predict the 
firmness and sugar content of apples and 
sweet cherries in the spectral region between 
800 nm and 1700 nm with the use of an 
InGaAs detector. In this study, the NIR 
models gave excellent predictions of the 
sugar content of sweet cherries, with 
corresponding r values of 0.95 and 0.89 and 
SEP values of 0.71 and 0.65 Brix for 
Hedelfinger and Sam sweet cherries, 
respectively. In a study conducted by Park 
for prediction of soluble solids content of 
both Washington Delicious and 
Pennsylvania Gala apples, results showed 
good correlation with NIR diffuse 
reflectance data. The coefficients of 
determination for predicting soluble solids 
were 0.93 for Gala apples, and 0.966 for 
Delicious apples with NIR (800-1100nm) 
reflectance measurement (Park et al., 2004). 

Calibration is a critical component of a 
NIR analysis system. Principal component 
regression (PCR) and partial least squares 
(PLS) are two calibration procedures most 
frequently used in a linear relationship 
between the target parameter and the 
intensity of spectral absorption bands. 
Regarding the high non-linearity, however, 
both above calibration techniques might lead 
to substantial errors. Hence an alternative 
chemometric tool must be used instead. In 
this study, artificial neural networks as 
nonlinear method were used to develop a 
calibration model. ANNs are widely used 

mathematical algorithms for overcoming 
non-linearity in calibration model and have 
been widely applied during the past several 
years (Dou et al., 2007). 

The specific objectives of this study are 
to evaluate the potential of near-infrared 
spectroscopy to predict quality factors such 
as soluble solids and sugar contents of sugar 
beet as well as comparing PLS and ANN as 
two important methods to design calibration 
models for determination of these 
parameters in sugar beet. 

 
Materials and Methods 
- Sample preparation 

One hundred and twenty sugar beet 
samples were harvested from the Sugar Beet 
Seed Institute’s farm in Karaj, Iran. After 
washing, the Scalps were removed and one 
thin cross section of the root was cut out 
from the Crown part of the beet. The 
samples were sealed in separate plastic bags 
and transferred to the laboratory for spectra 
acquisition. Each sample was mounted on 
the sample holder and the signals were 
acquired from these layers.  
 
- Spectroscopic measurements and software 

Reflectance spectra of sugar beet samples 
were collected using a near-infrared 
scanning spectrophotometer (EPP2000NIR 
Stellar Net, Inc. Oldsmar, Fl) in the 
wavelength range of 900-1700 nm, with a 
data resolution of 2.5 nm. Each spectrum on 
the average consists of 15 individual 
readings. NIR spectra were collected in 
reflectance form using Spectra Wiz software 
reflectance form. The data were then 
exported from Spectra Wiz software and 
imported directly into The Unscrambler X 
10.2 software (CAMO ASA, Oslo, Norway) 
for spectral processing and multivariate 
analysis. 
 
- Reference method 

After acquiring the spectra, samples were 
milled to make sure of tissue disintegration 
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and then were frozen at -20°C for 24 h. 
Samples were then thawed, the juice was 
filtered using filter paper and the sucrose 
content was determined using polarimetry 
method (Betalyser, Anton Paar Optotec). 
This technique establishes a correlation 
between rotation of the polarised light and 
the asymmetric centre of sucrose molecule. 
For the measurement of Brix and the 
percentage of dry matter in sugar beet juice, 
first the dark juice was filtered and then 
analyzed using a refractometer (ATAGO 
DR-A1). In this study, the number of 
calibration and test sets were 80 and 40 
samples, respectively. 
 
- Spectral pre-processing and development 
of the model 

First, the spectra in reflectance(R) form 
were converted to absorbance (log (1/R)) 
values in order to obtain correlations 
between NIR spectra and SSC and SC. 
Then, the spectra were pre-processed using 
several tools such as first derivative, second 
derivative and multiplicative scatter 
correction (MSC) methods based on 
Savitsky-Golay algorithm, with five points 
smoothing filter. These tools were used to 
minimize the data noise, eliminate baseline 
offset and remove multiplicative 
interferences of scatter and particle size.

Once the preprocessing was completed, 
partial least squares method (PLS) was used 
to develop calibration models for predicting 
the SSC and SC. The best number of factors 
used by PLS was selected using leave-one-
out cross-validation. Leave-one-out cross-
validation consists of removing one sample 
from the calibration set and estimating its 
predicted value based on a model developed 
with all the other samples (da Costa Filho, 
2009).  

ANNs have high processing speeds, 
robustness, and generalization capabilities, 
and are able to deal with high dimensional 
data spaces. More particularly, ANNs 

incorporating supervised training algorithms 
such as feed-forward back-propagation 
networks are capable of distinguishing 
interesting features from voluminous and 
noisy data sets having distorted patterns 
(Zhai et al., 2006). In this study, multilayer 
feed forward neural networks with one 
input, one hidden layer and one output layer 
topology were selected for modeling the 
pretreated spectrum. The activation function 
for the hidden layer was logsig and a Linear 
function best suited the output layer. 
Algorithms such as back-propagation 
gradient descent and gradient descend with 
momentum are too slow for practical 
problems because they require small 
learning rates for stable learning, while 
faster algorithms such as conjugate gradient, 
quasi-Newton, and Levenberg–Marquardt 
(LM) use standard numerical optimization 
techniques. These algorithms eliminate some 
of the disadvantages mentioned above. LM 
algorithm uses the second-order derivatives 
of the cost function so that a better 
convergence behavior can be obtained 
(Ghobadian et al., 2009). In the ordinary 
gradient descent search, only the first order 
derivatives are evaluated and the parameter 
change information contains solely the 
direction along which the cost is minimized, 
whereas, the Levenberg–Marquardt 
technique extracts more significant 
parameter change vector. In this study the 
Levenberg–Marquardt (LM) technique was 
used as a faster algorithm to evaluate the 
results. For comparison of the models, root 
mean- square error of prediction (RMSEP) 
(eq1), correlation coefficient (R) (eq2) and 
SDR (eq3) were considered. In theory, SDR 
is a more direct indicator as compared with 
either R or RMSEP. The higher the SDR 
value, the greater the model’s power (Liu et 
al., 2010). 

RMSEP � � 1
n
��y�� � y���

��

���
�1� 
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∑ �y�� � y�����
���

�2� 

SDR
� SD
RMSEP �3� 

where y�� is the predicted value of the ith 
observation; yi the measured value of the ith 
observation; ym the mean value of measured 
value in prediction set; np the number of 
observations in the prediction set and SD the 
standard deviation in the prediction set. 
 
Results and Discussion 
- Spectral analysis 

Figure 1 shows the original spectra of 
sugar beet samples. Because of some noise 
in the 1550-1700 nm region, this region was 
not utilized to develop the calibration 
models. 

Some spectral ranges contain more 
significant information: 1st overtone 
combinations of C-H and O-H elongation at 
1400-1500 nm; 2nd overtone of C-H 
elongation at 1150-1200 nm; and 3rd 
overtone of C-H and 2nd overtone of O-H 
elongation at 900-1000 nm (Anonymous,  
2005). There are three broad band peaks 
around 985 nm, 1190 nm, and 1450 nm. 
These absorption peaks are close to the three 
absorption wavelengths of pure water (958 

nm, 1153 nm, and 1460 nm) (Lu, 2001), 
however, near 958nm and 1460nm, sugar 
has absorption bands that overlap with 
absorption peaks of water (Park  et al., 2004; 
Mireei et al., 2010). 
 
- Development of model by PLS method 

After pre-processing of spectra, the 
calibration model was developed using 
Partial Least Squares Regression (PLS) 
method as linear regression. For developing 
PLS model, the number of PCs factors is 
very important. Using too many PCs, 
generates an over- fitted model with low 
RMSECV but perform poorly in the 
prediction set (Xie et al., 2009). The effect 
of the number of PCs on RMSECV is shown 
in Figure 2. As Figure 2 indicates, up to 6 
and 7 latent variables, RMSECV decreased, 
but after these points increased. Thus, these 
values can be selected as the optimum for 
developing models for prediction of SSC 
and SC content. For fist-derivative and 
second- derivative preprocessing, the 
optimum latent variables are shown in Table 
1.   

For choosing the best model, first the 
spectra were preprocessed by three 
important preprocessing techniques and then 
their PLS models were developed. The 
results of PLS models are shown for both 
indices in Table 1. 

 
Fig. 1. Raw NIR spectra of sugar beet samples 
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Table 1 shows that values of SDR, R and 
RMSEP for MSC that are lower than those 
of other preprocessing techniques thus MSC 
can be selected as suitable preprocessing for 
prediction of both SSC and SC.  

Figure 3 shows acceptable correlation 
between the actual and NIR predicted 
values. Also, they indicate that the PLS 
model could predict SSC better than SC. The 
results of this study are quite similar to those 
reported by researchers for fruits. Lu et al 
(2010). Predicted sugar content (R= 0:82, 
0.78 and RMSEP = 0:56, 0.64) of Empire 
apple (Lu & Ariana, 2002) and determined 

the sugar content of Gannan navel orange 
using PLS regression (R= 0:88, 0:86 and 
RMSE= 0.46, 0.49), respectively for 
calibration and prediction sets (Liu et al.,
2010). For comparing models and selection 
of the best one, SDR factor is better than R 
and RMSEP. As Table 2 shows, with MSC 
as pre-processing, SDR (2.66 and 2.56) is 
the highest for both indices. 
 
- Development of model using ANN method 
In the ANN analysis it is very important to 
work with a reduced number of input  
 

Fig. 2. Effect of the number of latent variables on RMSECV value 
 

Table 1. Calibration and prediction results of PLS models for SSC (a) and SC (b) 
(a) 

SDRRRMSEPRMSECLVsPre-processing
2.66 0.951.71.66MSC
1.81 0.802.52.25Fist-derivative
2.38 0.841.91.74Second-derivative

(b) 

 
Table 2. values of the explained variance vs number of PCs 

PCs 1 2 3 4 5 6 7 8 9 10 11 12 13 
Explained 
Variance �� �� ���� ���� ���� ���� ���� ���� ���� ���� �� ���� ���� 

SDR RRMSEP RMSEC LVs Pre-processing 
2.56 0.841.81.57MSC
1.92 0.742.42.45Fist-derivative
2.30 0.8021.96Second-derivative
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neurons to avoid memorizing effects. In this 
sense, it was necessary to reduce the number 
of data in each spectrum (Oliveira et al.,
2006). Spectrum variables were reduced by 
using principal component analysis (PCA). 
PCs should be able to explain at least 85% 
of the variance in the NIR spectral matrix 
(He et al., 2006). For arriving at the best 
number of PCs, first, spectra were 
preprocessed by using known preprocessing 
methods such as MSC, 1st and 2nd 
derivatives. Then PCA analysis was 
conducted using Unscrambler software, In 
MSC preprocessing, Table 2 show that the 

first thirteen components represent 94.7% of 
the data variance and after 13 components, 
very little change is observed in this value. 
Thus by considering the analysis time and to 
avoid over-fitting, 13 PCs were selected as 
input vectors. Based on a similar analysis, 
the number of PCs for 1st and 2nd 
derivatives were obtained to be 7 and 9, 
respectively. In this study, MATLAB 7.2 
neural network toolbox was used for ANN 
design, the training and testing performance 
MSE was chosen to be 0.00001 for all 
ANNs. 

Fig. 3. Scatter plots of predicted versus actual values obtained by PLS 
(a, b) for calibration models and (c, d) for predicted models 
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Figure 4 shows the structural outline of 
the ANN used in this study. As stated earlier 
the structural outline consists of one input 
layer, one hidden layer and one output layer. 
The first selected PCs were used as input 
variables, the number of hidden neurons was 
changed from 4 to 24, and two neurons were 
taken for the hidden layer (desired SSC and 
SC). In the model, two-thirds of the data set 
was randomly assigned as the training set, 
while the remaining data were put aside for 
prediction and validation. For finding the 
optimum number of neurons in the hidden 
layer the R value was used as a comparison 
index. When the MSC was applied as 
preprocessing method, the R-value did not 
increase beyond 13 neurons in the hidden 
layer (Table 3). Hence, the network with 13 
neurons in the hidden layer would be 

considered satisfactory. Similar tests were 
applied to data sets preprocessed using first 
derivative and second derivative, for which 
the optimum number of neurons was 
obtained to be 10 and 12, respectively. 

For comparing PLS and ANN models, 
RMSE values for training and prediction 
data sets were computed and the results are 
given in Table 4. Comparison of Table 4 
with Table 3, shows that RMSEP, R and 
SDR values in Table 4 are better than those 
that are obtained by PLS models. Thus the 
ANN is suitable for modeling the SSC and 
SC contents of sugar beet. Graphs a and b In 
Figure 5 show the correlation between the 
ANN model output and the actual values for 
the training set while graphs c and d show 
reasonably good correlation between the 
actual and predicted values.    

Fig. 4. Structural outline of the neural network for sugar content prediction 
 

Table 3. The effect of the number of neurons on the network performance (MSC preprocessing) 
 

Neurons in 
hidden layer Training rule RMSE(training) R

7
8
9

10 
11 
12 
13 
14 
15 
16 
12 
12 

Trainlm 
Trainlm 
Trainlm 
Trainlm 
Trainlm 
Trainlm 
Trainlm 
Trainlm 
Trainlm 
Trainlm 
Trainrp 
Trainscg 

1.864 
1.524 
1.231 
1.107 
1.102 
1.075 
1.087 
1.645 
1.974 
1.436 
1.845 
1.746 

0.864 
0.862 
0.874 
0.923 
0.934 
0.937 
0.951 
0.951 
0.901 
0.872 
0.920 
0.853 

�
�
�

�
�
�

Input layer
Hidden layer

4~24

Output layer 

SSC 

SC 

PC-1

PC-2

PC-n
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Fig. 5. Scatter plots of predicted versus actual values obtained by ANN 

(a, b) for calibration models and (c, d) for predicted models 
 

Table 4. calibration and prediction results of ANN models for SSC(a) and SC(b). 
 (a) 
 

SDRRRMSEPRMSECLVsPre-processing
5.11 0.950.900.8613MSC
3.74 0.851.231.077Fist-derivative
3.33 0.811.381.329Second-derivative

(b) 
 

SDRRRMSEPRMSECLVsPre-processing
3.5 0.851.261.2513MSC

3.74 0.831.231.87Fist-derivative
2.48 0.791.851.469Second-derivative

Arc
hive

 of
 S

ID

www.SID.ir

www.sid.ir


J. FBT, IAU, Vol. 6, No. 1, 13-22, 2016 
 

21 
 

Conclusion  
In this study, NIR spectroscopy was 

utilized for assessing the sugar content of 
sugar beet. Also, Partial Least Square 
regressions (PLS) and Artificial Neural 
Networks (ANN) as linear and nonlinear 
regression analyses for estimating sugar beet 
soluble solid content (SSC) and sugar 
content (SC) were compared. Results have 
shown that NIR spectroscopy can 
satisfactorily predict the sugar and soluble 
solid contents of sugar beet. Both PLS and 
ANN models indicate that NIR spectroscopy 
can estimate SSC more accurately than SC. 
The developed models showed that the 
highest SDR and R values can be obtained 
with MSC preprocessing. In comparison 
with PLS models, ANN models can better 
predict sugar beet SSC and SC. Using MSC 
preprocessing with ANN, SDR values of 
5.11 and 3.5 were obtained while in PLS 
models, these values were 2.66 and 2.56 for 
SSC and SC, respectively. Similar to SDR, 
MSCEP values were 0.9 and 1.26 in ANN 
while in PLS those were 1.7 and 1.8 for 
estimation of SSC and SC, respectively. 
These results indicate that ANN nonlinear 
models have a better potential for estimating 
sugar beet SSC and SC than do linear PLS 
models.  
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