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Abstract 
We consider a grid network where nodes contain small buffers. A packet that 

faces a crowded buffer in its route will get extra latency and may be dropped. In this 
paper, we propose a novel flow control protocol called RFCC for grid networks. 
RFCC tries to reroute delayed packets and utilizes network coding to introduce a 
configurable amount of redundant information in the network, thereby increasing 
reliability in the face of packet loss. RFCC contains a number of mechanisms to 
adapt to the traffic model on a grid interconnection network in a multiprocessor 
system. Our simulation experiments show that RFCC improves reliability with 
comparable traffic overhead compared to the case in which RFCC is not used. 
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1. Introduction 

We consider a grid switching network (Figure. 1) where nodes contain small buffers. 
A packet that faces a crowded buffer in its route will get extra latency and may be 
dropped. This leads to low reliability in data transfer and we are going to improve 
reliability by reducing packet loss. We define reliability in a network as ratio of dropped 
packets over all packets. For example, if reliability is 0.9, it means 90 percent of packets 
are dropped in the network. 

 

 
Figure 1. Grid Network Model 

If packets are uniformly spread among paths, then congestion and packet loss will be 
minimized. The problem is that a node can not be aware of the real-time status of 
buffers in a given path since it needs buffer status information to be continuously 
broadcasted in the network. In fact, we are going to design a mechanism by which node 
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forwards packet through a relatively-short non-crowded path only using the information 
of its neighbors. 

There are a number of routing algorithms (such as Dijkstra SPF algorithm [1], and 
Planar Adaptive Routing algorithm [2]) that discover the network topology to find a 
route. Then, each node identifies the neighbor to which it has to forward the packet. In 
this way, packets travel a single path from the source to the destination. As a 
complement, network coding provides a way in which nodes may transfer packets 
combined as an encoded frame. In this way, reliability is increased if nodes incorporate 
a packet into multiple encoded frames. 

In this paper, we propose a novel flow control protocol called RFCC for grid 
networks. RFCC tries to reroute delayed packets and utilizes network coding to 
introduce a configurable amount of redundant information in the network, thereby 
increasing reliability in the face of packet loss. RFCC contains a number of mechanisms 
to adapt to the traffic model on a grid interconnection network in a multiprocessor 
system. 

The rest of this paper is organized as follows. We review related works in Section II. 
We propose RFCC in Section III. Section IV contains our simulation results, and 
section V concludes the paper. 

2. Related Work 

In this section, we review existing researches related to our work. 

2.1  Routing in Grid 
Routing may be static or dynamic. In static routing, the path between any two nodes 

is fixed off-line. Once the network is brought up, no changes are made. Such a method 
is easy to implement and gives fairly good performance in situations where traffic and 
topology do not change much. The basic static routing algorithm in Grid is the Dijkstra 
algorithm   that finds the shortest path [1]. 

On the other hand, in dynamic routing the path from one node to another is decided 
dynamically, taking into account the changes in traffic and network topology. A study 
of some of the existing algorithms revealed that the major issues confronting a dynamic 
routing algorithm are [3-6]: 

1) Selecting the best path quickly and efficiently. 
2) Updating the routing tables with minimum update messages. 
3) Counting to infinity problem. 
4) Keeping the network "loop free'. 

2.2  Flow Control 
Authors in [7] consider network control for wireless networks with finite buffers. 

They investigate the performance of joint flow control, routing, and scheduling 
algorithms which achieve high network utility and deterministically bounded backlogs 
inside the network. Their algorithms guarantee that buffers inside the network never 
overflow. 

In [8], authors make a case for a new approach to designing on-chip interconnection 
networks that eliminates the need for buffers for routing or flow control.  

www.SID.ir

www.SID.ir


Arc
hive

 of
 S

ID

 

Journal of Advances in Computer Research  (Vol. 2, No. 4, November  2011) 61-69 
 
 

63 

Authors in [9] present elastic buffers, an efficient flow-control scheme that uses the 
storage already present in pipelined channels in place of explicit input virtual channel 
buffers. With this approach, the channels themselves act as distributed FIFO buffers.  

Authors in [10] propose a new solution combining quality of service routing protocol 
and flow control mechanism. This routing protocol selects the routes with more 
resources in an intelligent manner and returns the best route offering a higher 
transmission rate, a less delay and a more stability. 

2.3  Network Coding 
Network coding is first introduced in [11]. Basic concepts of network coding are 

discussed in [12-13]. 
A distributed scheme called practical network coding is proposed in [14]. It obviates 

the need for centralized knowledge of the network topology, the encoding/decoding 
functions, and synchronous data transfer. 

Authors in [15] review related works on network coding for distributed storage in 
wireless networks. Authors in [16] propose an efficient error-recovery scheme that 
carefully couples network coding and multi-path routing. 

Partial network coding (PNC)   generalizes the existing network coding paradigm, an 
elegant solution for ubiquitous data distribution and collection [17]. PNC allows 
efficient storage replacement for continuous data, which is a deficiency of the 
conventional network coding. The performance of PNC is quite close to network 
coding, except for a sub-linear overhead on storage and communications. 

Growth-Code [18] is a data encoding and distribution technique. This code is 
designed to increase the amount of information that can be recovered at a sink node at 
any point in time, such that the information that can be retrieved from a failing network 
is increased. The code grows with time. 

Sense Code   is a collection protocol for sensor network to employ network coding 
[19]. SenseCode provides a way to gracefully introduce a configurable amount of 
redundant information in the network, thereby increasing reliability in the face of packet 
loss. 

In [20], priority random linear codes are proposed in a generic network model that 
encompasses both P2P and sensor networks. A feature of priority random linear codes is 
the ability to partially recover more important subsets of the original data with higher 
priorities, when it is not feasible to recover all of them due to node dynamics. 

3.  The Novel Flow Control Protocol 

In this section, we propose a flow control protocol that uses network coding to 
increase data and path redundancy in grid network. Our proposed protocol is called 
RFCC (Reliable Flow Control Coding).  

3.1 Node Addressing 

We assume that node in grid is addressed as ),( yx  where x represents row and y 
represents column of the node. Figure. 2 shows a view of addresses in a network with R 
rows and L columns. 
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Figure2. Node addresses in a grid 

3.2  Clustering 
Neighbor nodes are grouped into clusters. We define a configurable system p on 

which network rows and columns are divided p has the following properties. 
Number of cluster’s rows = 

p
R  

Number of cluster’s columns = 
p
L  

Number of cluster’s nodes = 
p
L

p
R .  

Figure. 3 shows a view of clustering in RFCC. The method is to place as many as 
pR /  neighbor rows in the same cluster. Therefore, we take  pR /  (the floor of pR / ) as 

number of rows in each cluster. In the same way, we take  pL /  as number of columns 
in each cluster. 
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Figure3. Cluster Scheme in RFCC 

 
Figure. 4 shows how clusters are addressed in RFCC according to their location on 

the grid. 
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Figure4. Cluster addresses 

 
For a node with address ( )yx, , we can find its cluster head’s address ),( cc yx  as 

follows. 
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pR
xxc /

=   And  
pL

yyc /
=  

3.3  Coding System 

We use the RLC coding scheme in RFCC [21]. Given N packets Nxx ,...1 , RLC creates 
encoded frame ic  according to the following formula as a linear combination of the N 
packets. 

∑
=

=
N

j
jji xc

1
.β  

Where Nββ ,...,1  are coding coefficients randomly selected from a Galva field. These 
coefficients are constant for all encoded frames in RFCC. This removes the requirement 
to send them from the source node to the destination node. 

3.4  Coding Process 
A node that wants to encode a packet sends it to its clusterhead. 

The clusterhead encodes the packets received from the cluster nodes into the least 
number of encoded frames. 
The maximum number of packets which can be combined into one encoded frame is a 
system parameter and is denoted by cN . 

The destination address of an encoded frame is set as the address of the destination 
cluster. 

 

3.5  Routing 
If a node has a packet to send to a destination, it runs the routing algorithm to find a 

path to the destination. The path is embedded into the packet and then the packet is 
forwarded to the next node in the path. 

When a node receives a packet, it forwards the packet to the next hop according to 
the embedded path. 

When a packet is in node in , if the next hop 1+in  is failed or its buffer is full, in  
follows these steps. 

1. in  runs the routing algorithm to find a path to the destination disjoint from 
1+in . The new path is embedded into the packet and then the packet is 

forwarded to the next node in the new path. 
2. in  Sends a copy of the packet to its cluster head for coding. 

When a clusterhead creates an encoded frame, it sets the source address as its address 
and it sets the destination address as the address of the clusterhead of the destination 
cluster. Then, it runs the routing algorithm to find a path to the destination clusterhead. 
The path is embedded into the frame and then it is forwarded to the next node in the 
path. 

3.6  Packet Recovery 
If a main packet correctly reaches the destination node, nothing will be done to 

recover it. Otherwise, the destination waits for some time. If the destination does not 
receive the packet in this time, it requests the clusterhead to recover the packet. Then, 
the clusterhead delivers the packet to the destination after recovery. RFCC distributes 
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the decoding work among nodes in the cluster. 
We assume that the requested packet kx  is embedded in encoded frame ic  along with 

as many as N-1 packets },...,2,1,|{ Njkjx j =≠ . To recover kx , the cluster head has to 
obtain the other packets inside ic . According to the following steps, the clusterhead 
makes use of the other nodes to recover kx . 

1. The clusterhead sends an empty frame '
ic  to a node in the cluster governing 

packet },|{ '
ijj cxkjx ∉≠ . 

2. When a node receives '
ic , for each packet },|{ '

ijijj cxcxx ∉∈  which it 
governs, the node adds the packet to '

ic  as below: 
      jjii xcc β+= ''  
3. If all the N-1 packets },...,2,1,|{ Njkjx j =≠  are added to '

ic , then the node 
sends '

ic  to the cluster head. Otherwise, it sends '
ic  to a node in the cluster 

governing packet },|{ '
ijj cxkjx ∉≠ . 

4. Steps 2 and 3 are repeated until all the N-1 packets },...,2,1,|{ Njkjx j =≠  are 
added to '

ic . 
5. When the cluster head receives '

ic , it recovers kx  according to the following. 
             kkii xcc β+= '  

3.7  Packet Drop 
Each packet has an Expiration Time. If the Expiration Time is passed, the node 

removes the packet from its buffer. Each packet also has a TTL field. If the packet 
passes a node, the TTL field of the packet is reduced by one. If the TTL field reaches 
zero at a node, the node removes the packet from its buffer. These two fields prevent the 
packet from staying too long in node buffers. 

3.8 Packet Retransmission 
If the clusterhead is not able to recover a packet, it informs the destination node. 

Then, the destination node requests the source to retransmit the packet. Retransmission 
is the final solution to recover the packet. 

4. Simulation 

 We implemented the RFCC protocol in the NS2 network simulator [22]. In this 
section, we evaluate the performance and the overhead of RFCC when using the 
Dijkstra routing algorithm [1].  

To evaluate RFCC, we define a simulation scenario presented in Table 1. In this 
scenario, we use different values for packet generation rate in different executions 
whereas the other parameters are fixed to evaluate the performance of RFCC under 
different traffic loads.  
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Table1. Simulation Scenario 

Parameter Value 
Number of Nodes 400 
Network Topology Grid 20x20 
TTL 20 
Network Traffic A Pareto-On/Off flow between every node pair 
Average Bit Rate per Traffic Flow 10 Kbps 
The Idle time Period per Traffic flow 5 seconds 
Packet Expiration Duration 3 seconds 
Routing Algorithm Dijkstra 
Node’s Buffer Capacity 20 packets 
Node Switching Delay 30 ms 
Link Bandwidth 1 Mbps 
Network Traffic Load variable from 0.7 to 1.0 
p 8 

cN  5 
Simulation Duration 1 hour 

 

 
Figure5. Packet loss ratio versus traffic load 

 

 
Figure6. Average packet delay versus traffic load 

 

 
Figure7. Traffic overhead versus traffic load 
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4.1 Simulation Results 
Figure. 5 shows RFCC’s ability in correctly delivering packets to destinations in 

different traffic conditions. With increase in traffic load, node buffers are filled and then 
some packets deviate from their original path and may be dropped. RFCC in this 
experiment reduces packet loss in average by 2.5 times. When the network does not use 
RFCC, the reliability goes down to 0.91 whereas the reliability is bounded by 0.97 when 
the network uses RFCC. 

Figure. 6 shows average packet delay in our experiment. Delay in our network model 
is the result of increase in network traffic and congestion in buffers. When there is no 
flow control protocol, packets have to wait behind long queues and get high delays. 
When RFCC is used, bottom-line packets are rerouted and get smaller delays. In this 
experiment, RFCC reduces average packet delay as much as 1.2 times. 

Figure. 7 shows RFCC reduces packet retransmission from sources to destinations. 
Thus, it reduces the traffic overhead in the network. In the 100% traffic load, RFCC 
reduces the traffic overhead in the network as much as 2.51 times. 

5. Conclusions 

We propose a novel flow control protocol called RFCC in grid networks. A packet is 
simply forwarded in RFCC if it faces neither a full-buffer node nor a faulty node. When 
the packet faces such a node, it is forwarded on another route toward the destination and 
a copy of it is sent toward the destination embedded in an encoded frame. The network 
is clustered. In this way, network coding adapts to the traffic model of a multiprocessor 
interconnection network. In our simulation experiments, we have 

• RFCC reduces packet loss in average by 2.5 times. 
• Reliability is bounded by 0.97 when the network uses RFCC. 
• RFCC reduces average packet delay as much as 1.2 times. 

In the 100% traffic load, RFCC reduces the traffic overhead in the network as much 
as 2.51 times. 
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