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Abstract 
In today world of internet, it is important to feedback the users based on what 

they demand. Moreover, one of the important tasks in data mining is classification. 
Today, there are several classification techniques in order to solve the classification 
problems like Genetic Algorithm, Decision Tree, Bayesian and others. In this 
article, it is attempted to classify researchers to “Expert”  and “Novice”  based on 
cognitive style factors in order to have as best as possible answers. The domain of 
this research is based on academic environment. The critical point of this study is to 
classify the researchers based on Decision Tree and Naïve Bayes techniques and 
finally select the best method based on the highest accuracy of each method to help 
the researchers to have the best feedback based on their demands in the digital 
libraries. 
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1. Introduction 

According to different needs of users in internet environments such as Digital 
Libraries, information services are prepared for them. For this propose, personalized 
digital libraries providing a way for different users to express their preferences clearly. 
Users will be confronting with a problem by using this approach. The problem is that 
users may not attention to their preferences and cannot have an acceptable research. To 
address these problems, this paper investigates an approach that gains user preferences 
based on cognitive style and recognizes relevant characteristics for information seeking 
and also do classification to classify the researchers. In this paper, researchers are 
classified to “Expert” and “Novice” based on cognitive style factors in order to have as 
best as possible answers in digital libraries. 

Data mining is a machine learning approach and includes many tasks like concept 
description; cluster analysis; classification and prediction; trend and evaluation analysis; 
outlier analysis; statistical analysis and others. The most important tasks in data mining 
are classification and prediction techniques. The classification methods are known as 
supervised learning where the classification target and the class level are already 
recognized. There are several methods for classification specifically in data mining. 
These methods includes such as Decision Tree, Fuzzy Logic, Bayesian, Rough Set 
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Theory, Neural Network, Genetic Algorithm and Nearest Neighbor. The criterions for 
selecting an appropriate technique in some studies are dataset and the accuracy of model 
advanced by the techniques [1]. 

2. Classification 

Recently, several classification methods have been presented by researchers in 
machine learning, statistics and pattern recognition. Clustering, association, 
classification and prediction are the main categories in data mining [2].  

Through the years, different techniques have been developed by data mining [3]. 
These techniques execute the tasks which contains machine learning, database oriented 
techniques, statistic, pattern recognition, rough set, neural networks and the others. 
There are many hidden information in data mining and data ware house. This hidden 
information has an application in intelligent decision making which is alike with human 
decision.  

Also there are two other methods which can provide an intelligent decision making. 
These two techniques are prediction and classification. They can be used to extract 
patterns which depicting significant data classes or to predict future data modes [4]. 

In addition, there are two phases in classification. The first phase is the learning 
process. In this phase, the training data are analyzed by classification algorithm and 
rules and patterns are created which are based on learned model or classifier. In the 
second phase the model is used for classification and test data are used for gaining the 
accuracy of classification patterns. Then, based on the acceptable accuracy, the rules 
can be used for the classification of new data or for unseen data (Figure 1) [1]. 

 

 
Figure 1. The process of classification 

2.1 Decision Tree 

Decision trees are widely used in the classification process. Decision trees are 
powerful and popular tools for classification and prediction. Decision trees represent 
rules, which can be understood by humans and used in knowledge system such as 
database.   This method is intended to build knowledge structures based on the data set. 
This method consists of a set of rules that will divide the large group to different smaller 
and standardized groups based on the targets defined variable. The decision tree usually 
results in the form of categories and decision tree model is used either to calculate the 
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probability that the existing data set is categorized into the appropriate category. There 
are various methods in Decision tree, but only 6 of them are used here which includes 
J48, LMT, Random Forest, REP tree and Decision Stump [5]. 

In general, Decision Tree performs the classification process without involving many 
aspects of computation and complexity. Decision Tree is also able to generate rules that 
are easily understood and even easier to use the database. Decision Tree is the good 
method for providing guidance to determine the appropriate and most importantly 
parameters for classification or prediction. In terms of data processing, the Decision 
Tree does not require the data processor for doing processing for its own data. In fact, if 
the data is lost, Decision Tree will interpret the data by replacing missing data with new 
data randomly. In addition, the most important advantage of Decision Tree is to have a 
very high execution time and still produce a fairly accurate classification results when 
compared with other classification methods [6]. 

There is a statistical property which is a good measure for the value of an attribute 
which is called information gain. It is applicable for selecting the most useful attribute 
for classifying and it is also useful for measuring how well an existed attribute divides 
the training examples based on their target classification. This estimation is used to 
choose between the candidate features at each step during growing the tree. 

It is needed to explain a measure which is used in information theory, named entropy 
for defining information gain accurately. Entropy describes the impurity of a collection 
of examples. The entropy of set S which includes positive and negative examples of 
some target concept (a two class problem) is presented below; where pp is the proportion 
of positive examples in S and pn is the proportion of negative examples in S [7]. 

Entropy(S) = - pplog2pp– pnlog2pn (1) 

The effectiveness of an attribute in classifying the training data can explain by 
having entropy which is a measure of the impurity in a set of training samples. This 
measure is the expected reduction in entropy and is happened by dividing the samples 
based on this attribute and is called information gain. In information gain, Gain (S, A), 
A refers to an attribute A and S represents a collection of examples and Values(A) is the 
set of all possible values for attribute A and Sv is the subset of S for which attribute A 
has value v [7]. The formula is represented as formula 2: 

( )
( , ) ( ) ( )v

v
v values A

S
Gain S A Entropy S Entropy S

S∈

= − ∑  (2) 

2.2 Naïve Bayes 

Bayesian classifiers are simple probabilistic classifiers which are based on statistical 
classifiers. In this method, the probability of a given sample that is a member of a 
specific class can be predicted. Bayesian classifier which is based on bayes theorem 
assumes that all the features are independent [8]. According to this assumption, there is 
no dependency between the attribute value on a given class and the values of the other 
features. This hypothesis is named class conditional independence and because it makes 
the computation easier, it is called “naive” [9]. In summary, based on a naïve bayes 
classifier, there is no relation between the existence or not existence of a specific 
attribute of a class and existence or not existence of any other attributes. There are 
various methods in Naïve Bayes, but only 5 of them are used here which includes Naïve 
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Bayes, Naïve Bayes Multinomial, Naïve Bayes Multinomial Updateable, Naïve Bayes 
Updateable and Bayes Net [8]. 

The basic formula of Naïve Bayes classifier is shown in formula 3.  Based on this 
formula, C refers to the training sample set which is divided into K categories C= 
{ , ,…, }; the prior probability of each category represents as p( ), where 
f=1,2…,k. For a given sample represents as = ( ,…, ,…, ) that feature words 
are represented as , where f=1,2,…,m  belongs to a specific category . To classify 
the document , the probability of all the documents regarding to a given  should be 
calculated [9]. The posterior probability of category  is calculated as follows: 

( ) ( )
( )

( )
t f f

f t
t

p d C p C
p C d

p d
=

             
 (3) 

2.3 Data Set  

Based on the studies, academic Environment is selected as a domain of this research. 
The participants are research students in University Technology Malaysia (UTM). They 
were 34 master research student and 76 PHD students from different faculties. The 
participants were from Computer Science, Electrical Engineering, Mechanical 
Engineering, Civil Engineering, Chemical Engineering, Built Environment and 
Management faculties and number of them were 40, 1, 22, 21, 8, 6 and 12 respectively. 

In this step the questionnaire is prepared based on cognitive style which is based on 
[10]. The cognitive style instrument was selected in order to provide explanation of 
observed behavior of students when using Web search engines. Since the tool was self-
assessment, students were asked to respond to the questions in a cognitive style in a real 
life situation.  

The questionnaire was disseminated to 130 UTM research students but only 120 
questionnaires were returned and 10 questionnaires were considered as incomplete data. 
So, this study is done based on 110 questionnaires. The analysis of this study is based 
on prediction of the student’s status whether “Expert” or” Novice”. 

3. Researcher’s Cognitive Styles Variables and Attributes 

Data is collected based on researcher’s Cognitive styles. The information was 
designed in questionnaire according to the cognitive style and information seeking 
variables. The questionnaire consists of 5 variables; where each variable is represented 
by several attributes. The variables are state of internal and personal knowledge, 
information seeking behaviour, Kuhlthau’s stages, information seeking activities and 
uncertainty. Table 1 shows the types of variables and attributes for datasets in general 
[11][12].  
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Table 1. Variables and attr ibutes of cognitive styles  

Variable  Attribute  

State of personal or 
internal knowledge 
 

• Broad conceptual knowledge of the domain 
• Specific knowledge or expertise of the problem 
• Familiarity with the language or terminology used in the 

problem or domain 

Information Seeking 
Behaviour 
 

• Clarity and focus of thought 
• Kuhlthau’s stages: 
 Initiation 
 Selection 
 Exploration 
 Collection  

Information Seeking 
Activities 
 

• Ellis’s information-seeking activities: 
 Chaining 
 Browsing 
 Differentiating 
 Maintaining 
 Systematically working through 
 verifying 

Uncertainty 

• Recognizing  a real problem to investigate;  
• Defining the problem appropriately; 
• Resolving the problem; 
• Finding an effective way of presenting the results;  
• Finding relevant information 

4. Evaluating the Classification Methods 

In this phase, the testing was done in order to do classification. Testing process was 
developed to select the appropriate classification method. Accuracy is the first factor for 
evaluating. The selection was based on the accuracy of each method. The classification 
method with the highest accuracy will be selected. Also the error value for each method 
is obtained which includes the Square Root Error of Mean (RMSE), Mean Absolute 
Error for (MAE). In the following formulas, (x) represents the predicted value, (y) 
represents the actual value, (n) represents the total number: 

MAE =               (4)                                 RMSE = ² (5) 

5. Results and Discussions on Decision Tree 

Testing methods for selecting a method of classification for decision tree involves 6 
decision tree classification methods which are J48, LMT, Random Forest, Random 
Tree, REP Tree and Decision Stump. First, for preparing train and test data, 10-fold 
cross validation is done on the data set. In this way, each train data includes 99 data and 
each test data includes 11 data. Then, based on the training model, testing performed to 
obtain the accuracy and errors of each method. Each test on the classification method 
will be recorded based on the value of accuracy, MAE and RMSE. Once the accuracy 
and the error value for all the tested methods are recorded, the comparison on each of 
the methods implemented. The results of each method are presented in table 2 to table 7. 
All the experiments are done in WEKA environment. 
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Table 2. Results of J48 Table 3. Results of LMT 

J48  LMT 

Testing 

Number of 
correctly 
classified 
instances 

Accuracy 
(%) Testing  

Number of 
correctly 
classified 
instances 

Accuracy 
(%) 

1 11/11 100 1 11/11 100 
2 10/11 90.9091 2 10/11 90.9091 
3 11/11 100 3 10/11 90.9091 
4 11/11 100 4 10/11 90.9091 
5 11/11 100 5 11/11 100 
6 10/11 90.9091 6 10/11 90.9091 
7 11/11 100 7 10/11 90.9091 
8 7/11 63.6364 8 7/11 63.6364 
9 11/11 100 9 11/11 100 
10 10/11 90.9091 10 11/11 100 
Average 
Accuracy (%) 

92.72728 Average Accuracy 
(%) 

91.81819 

 
Table 4. Results of random forest Table 5. Results of random tree 

Random Forest  Random Tree 

Testing  

Number of 
correctly 
classified 
instances 

Accuracy 
(%) Testing 

Number of 
correctly 
classified 
instances 

Accuracy 
(%) 

1 11/11 100 1 11/11 100 
2 10/11 90.9091 2 10/11 90.9091 
3 11/11 100 3 10/11 90.9091 
4 10/11 90.9091 4 10/11 90.9091 
5 11/11 100 5 11/11 100 
6 10/11 90.9091 6 10/11 90.9091 
7 11/11 100 7 10/11 90.9091 
8 8/11 72.7273 8 8/11 72.7273 
9 9/11 81.8182 9 10/11 90.9091 
10 11/11 100 10 10/11 90.9091 
Average 
Accuracy (%) 

92.72728 Average Accuracy 
(%) 

90.9091 
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show the results of running experiments to compare the accuracy for each classification 
methods. 

 
Table 9. Results of Naïve Bayes Table 10. Results of Naïve Bayes updateable 

Naïve Bayes  Naïve Bayes Updateable 

Testing  

Number of 
correctly 
classified 
instances 

Accuracy 
(%) Testing  

Number of 
correctly 
classified 
instances 

Accuracy 
(%) 

1 11/11 100 1 11/11 100 
2 10/11 90.9091 2 10/11 90.9091 
3 11/11 100 3 11/11 100 
4 10/11 90.9091 4 10/11 90.9091 
5 11/11 100 5 11/11 100 
6 10/11 90.9091 6 10/11 90.9091 
7 11/11 100 7 11/11 100 
8 7/11 63.6364 8 7/11 63.6364 
9 11/11 100 9 11/11 100 
10 11/11 100 10 11/11 100 
Average 
Accuracy (%) 

93.63637 Average Accuracy 
(%) 

93.63637 

 

Table 11.Results of Naïve Bayes multinomial 
Table 12. Results of Naïve Bayes multinomial 

updateable 

Naïve Bayes Multinomial  Naïve Bayes Multinomial Updateable 

Testing  

Number of 
correctly 
classified 
instances 

Accuracy 
(%) Testing  

Number of 
correctly 
classified 
instances 

Accuracy 
(%) 

1 7/11 63.6364 1 7/11 63.6364 
2 5/11 45.4545 2 5/11 45.4545 
3 8/11 72.7273 3 8/11 72.7273 
4 5/11 45.4545 4 5/11 45.4545 
5 7/11 63.6364 5 7/11 63.6364 
6 7/11 63.6364 6 7/11 63.6364 
7 8/11 72.7273 7 8/11 72.7273 
8 5/11 45.4545 8 5/11 45.4545 
9 8/11 72.7273 9 8/11 72.7273 
10 6/11 54.5455 10 6/11 54.5455 
Average 
Accuracy (%) 

60.00001 Average 
Accuracy (%) 

60.00001 
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Table 15. Comparison of results of Naïve Bayes and decision tree methods 

Method  Naïve Bayes Decision Tree 
Best accuracy 93.63637 92.72728 
Average accuracy  79.454554 88.78789 

8. Conclusion 

Here, it is attempted to classify researchers to “Expert” and “Novice” based on 
cognitive style factors in order to have as best as possible answers. For this purpose, the 
questionnaire is prepared based on researcher’s cognitive styles variables, also the 
domain of this research is based on academic environment. An important point of this 
study is to classify the researchers based on Decision Tree and Naïve Bayes techniques 
and finally select the best method of classification based on the highest accuracy to help 
the researchers to have the best feedback based on their demands in the digital libraries. 
In conclusion, the results of 6 methods of Decision Tree and 5 methods of Naïve Bayes 
are presented in order to find out the best method of each technique. In this case, the 
researchers are classified to expert or novice based on their cognitive styles. Based on 
the best accuracy, it can be concluded that web developers can use Naïve Bayes or 
Naïve Bayes updateable technique in comparison with Decision Tree in order to classify 
the researchers and help them to have a best feedback based on their demands in digital 
libraries. 
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