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Abstract
Control of robotic systems is an interesting subject due to their wide spectrum

applications in medicine, aerospace and other industries. This paper proposes a
novel continuous control mechanism for tracking problem of a 5-DOF upper-limb
exoskeleton robot. The proposed method is a combination of a recently developed
robust integral of the sign of the error (RISE) feedback and neural network (NN)
feed-forward terms. The feed-forward NN learns nonlinear dynamics of the system
and compensates for uncertainties while the NN approximation error and nonlinear
bounded disturbances are overcome by the RISE term. Typical NN-based controllers
generally result in uniformly ultimately bounded (UUB) stability due to the NN
reconstruction error. In this paper to eliminate this error and achieve asymptotic
tracking, the RISE feedback term is integrated into the NN compensator. Finally, a
comparative study on the system performance is conducted between the proposed
control strategy and two other conventional control methods. Simulation results
illustrate the effectiveness of the proposed method.

Keywords: Robust integral of the sign of the error (RISE) feedback, Neural network (NN),
Feed-forward compensation, 5-DOF upper-limb exoskeleton robot, Asymptotic
tracking

1. Introduction

Robotic systems have been used in various applications and can be found in many
areas such as aerospace, medicine, automotive and other industries. Because of this
wide range of applications, design of tracking controller for them has attracted
significant attention in the past few decades. Robots are complex mechanical systems
with highly nonlinear dynamics that are inevitably subject to various uncertainties such
as parameters variations, nonlinear frictions, unknown external disturbances and etc.
Several control strategies have been developed to achieve an accurate tracking control
of robot manipulators such as robust control strategy [1], adaptive control [2,3,4],
sliding mode control (SMC) approach [5,6,7] and neural network(NN) techniques [8,9].

Robust control is a common control scheme to attain good tracking performance in
the presence of uncertainties. To design a controller using this technique, the bounds of
uncertainties should be known in advance, which is usually hard to achieve. Hence, they
are often selected conservatively. The implementation of the control law, based on these
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conservative bounds, leads to degradation of control performance due to unnecessarily
high feedback gain selection. Adaptive controllers are suitable to apply on nonlinear
systems with parametric uncertainties. But, this technique is often restricted to systems
that are linear in the unknown parameters. Moreover, it requires an accurate dynamic
model of system and tedious computations have to be done to determine the regression
matrix. Sliding mode control is one of the effective strategies to control uncertain
nonlinear systems. Main advantage of this method is strong robustness against system
uncertainties [10]. However, this technique has some disadvantages including creating
undesirable chattering phenomenon due to the discontinuous nature of control law, the
requirement of knowing an exact knowledge of nonlinear dynamics, and the necessity
of knowing bounds of uncertainties to achieve robust characteristics [11,12].

All the above mentioned methods require an accurate knowledge of dynamics of the
system. However, it is difficult to obtain an exact mathematical model of robotic
systems because of complexity of nonlinear dynamics, modeling uncertainties,
unknown disturbances and etc. To cope with this problem, utilization of intelligent
control approaches such as NN-based control and fuzzy control have received
considerable attention [13, 14, 15]. Neural networks have an inherent learning ability
and can approximate nonlinear continuous functions to arbitrary accuracy. They are
therefore powerful tools to compensate for uncertainties without the requirement for a
prior knowledge of the plant [16]. Lewis et al. in [17] developed a multilayer neural
network controller for a general serial-link rigid robot which guarantees the tracking
performance. However, the NN-based controllers only achieve uniformly ultimately
bounded (UUB) stability results due to residual reconstruction error coming from NN
approximation. Motivated by the desire to eliminate this error and achieving asymptotic
tracking, Cheng et al. presented a sliding-mode neural-network controller for a mobile
manipulator [18]. Despite obtaining asymptotic results, existence of a discontinuous
sign function in the robust term causes chattering phenomenon. In this study, the robust
integral of the sign of the error (RISE) feedback term is augmented to the NN feed-
forward element to overcome the NN approximation error. The proposed control
strategy generates a continuous-time control signal. Therefore, in addition to achieving
asymptotic tracking, chattering problem of conventional SMC technique is solved.

Recently, a new feedback control scheme called robust integral of the sign of the
error is proposed in [19]. This control strategy has been extensively studied because it
can compensate for additive disturbances and uncertainties under the assumption that
the disturbances are with bounded time derivatives by generating a continuous
control signal [20, 21]. In [22], Patre et al. utilized this method to develop a tracking
controller for a class of uncertain nonlinear systems. The RISE method is a high gain
feedback tool. Motivated by this issue, in [23, 24], a feedforward element is combined
with the RISE feedback structure in order to reduce the gain values of the RISE
feedback.

In this paper, a control mechanism is presented for the tracking problem of a 5-DOF
upper-limb exoskeleton robot. The proposed method is composed of a NN feed-forward
and the RISE feedback control term. The NN feed-forward element is used to
compensate for unknown system dynamics. However, due to NN approximation error
the robot cannot asymptotically track the desired trajectory. Therefore, the RISE
feedback control term is integrated into the NN feed-forward term to eliminate NN
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approximation error and achieve asymptotic tracking. This paper is organized as
follows: Section 2 presents the characteristics of a dynamical model of a 5-DOF upper-
limb exoskeleton robot. Then, in section 3, multilayer feed-forward neural network is
briefly explained. In section 4, the proposed combined NN-RISE controller is
introduced. Simulation results for the 5-DOF upper-limb exoskeleton robot are provided
in section 5. Finally, conclusions are given in Section 6.

2. Dynamics of 5 DOF upper-limb exoskeleton robot

The dynamic of a general rigid link manipulator having n degrees of freedom in free
space is as follows [16]:( ) ̈ + ( , ̇ ) ̇ + ( ) + ( ) = ( ) (1)

This dynamic equation is obtained by means of the Lagrangian approach. In equation
(1) for the 5-DOF upper-limb exoskeleton robot, ( ), ̇ ( ), ̈ ( ) ∈ represent the
position, velocity and acceleration of the joints, respectively. ( ) ∈ × is the
positive definite inertia matrix, ( , ̇ ) ∈ × expresses the Coriolis/centripetal matrix
and ( ) ∈ is the gravity vector. ( ) ∈ denotes the vector of disturbances and
unmodeled dynamics, and ( ) ∈ is the input torque vector applied to the joints.
Figure 1 shows a schematic diagram of the 5-DOF upper-limb exoskeleton robot.

Figure 1. The model of 5-DOF upper-limb exoskeleton robot

The robot has 5 DOF, which are shoulder abduction/adduction, shoulder
flexion/extension, elbow flexion/extension, wrist flexion/extension and internal/external
rotation. Hence, it can simulate the human upper-limb movements.

In this system the inertia matrix ( ), the Coriolis/centripetal matrix ( , ̇ ) and the
gravity vector ( ) are as follows [4]:
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( ) = 00 00 0
0000

000
with = + + ( ) + ( + ) + sin( + ) cos( + )+ sin( ) cos( ) + ( + ) + 2 + cos( ) sin( + )+ cos( ) cos( + ) + ( + )+ cos( ) sin( + ) + sin( + )cos( + )= = sin( ) + cos( + ) + cos( ) + sin( + )− cos( + )= = cos( + ) + sin( + ) − cos( + )= + + + 2 sin( ) + cos( ) + + sin( )= = sin( ) + + cos( ) + sin( ) + 2= + + 2= = += += +
and

( , ̇ ) = ̇̇̇ ̇0
̇ + ̇̇̇0 ̇

̇ + ̇̇0 ̇0
00000

00000
where= 2[− sin( ) cos( ) + cos(2 + ) + sin( + ) cos( )− (2 + ) − 2 sin( + ) + cos(2 + )+ sin( + ) cos( + ) + (1 − 2 sin( + ) sin( + ))]+ (1 − 2 sin( + ) + (1 − 2 ( )))= 2[− sin( + ) + cos( + ) + sin( + )]= cos( ) − sin( + ) − sin( ) + cos( + ) + sin(+ )= 2[ cos( ) cos( + ) + sin( + ) cos( + ) − cos( ) sin(2 )+ 2 sin( + ) cos( + ) + cos( ) cos( + )+ sin( + ) cos( + ) + (1 − 2 sin( + ) sin( + ))]+ (1 − 2sin( + )sin( + ))= 0.5= −0.5= 2[−2 sin( ) + cos( ) + cos( )]= −0.5
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= sin( + ) cos( + ) − 2 sin( + ) cos( + )− cos( ) cos( + ) − ( + )= −[ sin( + ) + sin( + ) + sin( + )]= − sin( + ) + sin( + ) + sin( + )= − cos( ) −
and

( ) = 0
0

where= cos( ) + sin( + ) + sin( ) + cos( + ) + sin( + )= sin( + ) + cos( + ) + sin( + )= sin( + ) (2)

where = [ ] and ̇ = [ ̇ ̇ ̇ ̇ ̇ ] contain the joints positions and
velocities, respectively. The inertial constants and gravitational constants are listed in
Tables 1 and 2.

Table 1. Inertial constants= 1.14 = 1.43= 1.38 = 0.298= −0.0213 = −0.0142= −0.0001 = 0.372= −0.011 = 0.00125= −0.0124 = 0.000058= −0.69 = 0.134= 0.238 = 0.00379= 0.000642 = 4.71= 1.75 = 0.333= 0.000642 = 0.2= 0.00164 = 0.179
Table 2. Gravitational constants= −37.2 = −8.43= 1.02 = 0.249= −0.0292

It is assumed that ( ) and ̇ ( ) are measurable and ( ), ( , ̇ ), ( ) and ( ) are
unknown. Furthermore, the following properties for the dynamic model of the robot are
hold:
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Property 1: The inertia matrix ( ) is symmetric, positive definite and holds the
following inequality true:‖ ‖ ≤ ( ) ≤ ( )‖ ‖ ∀ ∈ (3)

where ∈ is a known positive constant, ( ) ∈ is a known positive function and‖. ‖ represents the standard Euclidean norm.
Property 2: The nonlinear disturbance term and its first two time derivatives are
bounded i.e. ( ), ̇ ( ), ̈ ( ) ∈ .
Property 3: If ( ), ̇ ( ) ∈ , then ( , ̇ ), ( ) are bounded. Further, if ( ), ̇ ( ) ∈

, then the first and second partial derivatives of the elements of ( ), ( , ̇ ), ( )
with respect to ( ) exist and are bounded. In addition, the first and second partial
derivatives of the elements of ( , ̇ ) with respect to ̇ ( ) exist and are bounded as
well.

3. Multilayer feed-forward neural network

It has been shown that a feed-forward NN with at least two layers can approximate
any given smooth function on a compact set [16]. This property is called the universal
function approximation. It is an important property that empowers the NNs in closed-
loop control applications, especially when the dynamic model of system includes
nonlinear disturbances and uncertain elements. Let ( ): → be a smooth
function. Then for a given compact set ∈ and a positive number , there is a
NN having at least two layers, with sufficiently large number of neurons in hidden
layer such that:( ) = ( ) + ( ) (4)

where ‖ ‖ < for all given inputs ∈ [16, 25]. The value ( ) is called the NN
functional reconstruction error. In (4), ∈ ( )× and ∈ ( )× are bounded
constant ideal weight matrices for the input-to-hidden and hidden-to-output layers
respectively, where is the number of input-layer neurons, is the number of
hidden-layer neurons and is the number of output-layer neurons. (. ): →
is the activation function in the hidden layer. The input vector ( ) and the activation
function (. ) are augmented by “1”, so that the first column of the weight matrices
and are considered as thresholds for the first and second layers [16, 25]. Therefore,
any tuning of and contains tuning of thresholds.
Now based on (4), the NN functional estimate of ( ) is given as [16]:( ) (5)

where ( ) ∈ ( )× and ( ) ∈ ( )× are the estimates of the ideal weight
matrices.
The weight estimation errors, denoted by ( ) ∈ ( )× and ( ) ∈ ( )× , are
defined as follows:= − , = − (6)
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and the hidden-layer output error for a given input ( ), denoted by ( ) ∈ , is
defined as follows:− = ( ) − ( ) (7)

Property 4: (Boundedness of the ideal weights) Based on the assumption that the ideal
weights exist and are bounded by known positive values, the following inequalities
hold:‖ ‖ = ( ) ≤ (8)‖ ‖ = ( ) ≤ (9)

where ‖. ‖ and (. ) are the Frobenius norm and the trace of a matrix, respectively.

4. Combined NN feed-forward and RISE feedback controller design

4.1 Control objective

The objective is to design a controller for the robot that guarantees tracking of a
desired trajectory, in spite of uncertainties and bounded disturbances in the dynamic
model. To formulate this objective, a position tracking error, denoted by ( ) ∈ , is
defined as:= − (10)

where ( ) ∈ is a desired trajectory. In the following, it is assumed that the desired
trajectory is designed such that ( )( ) ∈ , = 0,1, … ,7.
The filtered tracking errors, denoted by ( ), ( ) ∈ , are also defined as:= ̇ + (11)= ̇ + (12)

where ∈ × is a positive constant matrix and ∈ is a positive constant.

4.2 Open-loop error system

Multiplying both sides of equation (12) by ( ) and then using (1), (10) and (11)
into it, the open-loop error system is obtained as follows:( ) = ( , ̇ , ̈ ) + ( , ̇ , , ̇ , ̈ ) + − (13)

where the auxiliary functions ( , ̇ , ̈ ) and ( , ̇ , , ̇ , ̈ ) are defined as:= ( ) ̈ + ( , ̇ ) ̇ + ( ) (14)= ( )( ̇ + ) + ( , ̇ ) ̇ + ( ) + ( ) ̈ − (15)

The expression in (14) can be represented by a three-layer NN as follows:
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= ( ) + ( ) (16)

where the input ( ) ∈ is defined as [1 ( ) ̇ ( ) ̈ ( )] , so that= 3 where was introduced in (4).
With the assumption that the desired trajectory is bounded, the following inequalities
are hold:‖ ( )‖ ≤ , ‖ ̇( , ̇ )‖ ≤ , ‖ ̈( , ̇ , ̈ )‖ ≤ (17)

where , , ∈ are known positive constants.

4.3 Closed-loop error system

In previous section, a neural network is employed to estimate uncertain nonlinear
dynamics of the robot. However, it should be noted that the existence of NN functional
approximation error leads to UUB stability results. In this paper, in order to eliminate
this error and achieve asymptotic tracking, the NN-based feed-forward method is
augmented by the RISE feedback control term, ( ) ∈ , which is defined as follows
[19]:( ) = ( + 1) ( ) − ( + 1) (0)+ ∫ [( + 1) ( ) + ( ( ))] (18)

where its time derivative is as follows:̇ ( ) = ( + 1) + ( ) (19)

In (18), , ∈ are positive constant control gains. Figure 2 shows the block diagram
of the proposed control scheme.

Figure 2. Block diagram of the control scheme

Therefore, based on the open-loop error system in (13), the control torque input is
composed of two components, a NN feed-forward term and the RISE feedback control
term as below:= + (20)
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where the NN component, ( ) ∈ , is as follows:

(21)

The adaptation law for the estimates of the ideal weight matrices, and , are as
follows:̇ ( ̇ ) (22)̇ ( ̇ ( ) ) (23)

where ∈ ( )×( ) and ∈ ( )×( ) are constant, positive definite,
symmetric control gain matrices. The operator (. ) denotes the projection algorithm
[26]. It is used to guarantee that the estimated weights, and , remain bounded. By
substituting the control input (20) into (13), the close-loop tracking error system is
achieved as follows:( ) = − + + − (24)

By differentiating the equation (24), and substituting (16) and (21) into it, then adding
and subtracting the terms ̇ + ̇ to the resulted equation, and
substituting (19), (22) and (23) into it, the following equation can be obtained:( ) ̇ = − ̇ ( ) + + − − ( + 1) − ( ) (25)

where− 12 ̇ ( ) − ̇ − ̇+ ̇ + (26)

and in a similar manner as in [22], Q is separated as:+ (27)̇ + ̇ + ̇ (28)+ (29)− ̇ − ̇ (30)̇ + ̇ (31)

Using the Mean Value Theorem, Property 2, (8), (9), (17), (22), (23), (29)-(31), the
following inequalities are hold:
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(32)

where ( ) ∈ is defined as:( ) [ ] (33)

and the function (‖ ‖) ∈ is a positive globally invertible nondecreasing function.
Furthermore ∈ , = 1,2,3,4,5 are known as positive constants.

4.4 Stability analysis

Theorem: The proposed controller in (20) guarantees that all system signals are
bounded under closed-loop operation, and the position tracking error goes to zero as
follows:‖ ( )‖, ‖ ( )‖, ‖ ( )‖ → 0 → ∞ (34)

The mentioned results can be achieved while the RISE feedback control gain
introduced in (18), is selected large enough, and and are chosen according to the
following sufficient conditions:> + + + , > (35)

where ∈ , = 1,2,3,4,5 are introduced in (32) and will be introduced in the
proof.
Proof: See the Lyapunov based proof in reference [22].

5. Simulation results

In order to evaluate the validity of the proposed controller, a numerical simulation
for tracking control of a 5-DOF upper-limb exoskeleton robot is performed.
Furthermore, simulation results are compared with the other control methods including
PD control and NN-based control to illustrate the effectiveness and superiority of the
proposed control scheme.

Consider the robot system introduced in section 2. The control objective is to design

a controller to track the desired trajectories, = sin + 5 , = 1, … , 5. Further,

the external disturbances = 0.2 sin(2 ) , = 0.1 cos(2 ) , = 0.1 sin( ) , =0.2 sin( ) , = 0.1cos( ) are applied to the system. Meanwhile, The initial state of
the system is set at (0) = [0 2 1.5 1.5 1 0 0 0 0 0] .
First case (PD controller):
The PD controller is implemented as = = ̇ + where the feedback
control gain matrix, , and the design parameter matrix, , are selected as 45 × ×
and 3 × × . The results of PD controller are shown in figure 3. As it can be seen, the
tracking errors always exist.
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3(a). Tracking error 3(b). Control inputs

Figure 3. The results of PD controller

Second case (NN-based controller): The NN-based controller is constructed by [17]:
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(36)

where the NN input, , is defined as = [1, , ̇ , , ̇ , ̈ ], = { , } and‖ ‖ ≤ . The structure of the NN-based control method is shown in figure 4.

Figure 4. Multilayer NN controller structure

The values of and , are similar to those of PD controller. The design parameters
are selected as = 5 × × , = 5 × × , = 0.1, = 0.1, = 2 and= 6. The number of neurons in hidden layer of the NN is selected as = 10 and
its activation function is considered as (. ). The weights of the first and second
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layer of the NN are initialized at (26,10) and 0.5 × (10,5). The results of
NN-based controller are shown in figure 5.

5(a). Tracking error

5(b). Control input to joint 1 5(c). Control input to joint 2

5(d). Control input to joint 3 5(e). Control input to joint 4

5(f). Control input to joint 5

5(g).
Norm of the first layer weights 5(h). Norm of the second layer weights

Figure 5. The results of NN controller
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It can clearly be seen that the tracking errors are smaller than those of PD controller.
In spite of the improvement in the tracking performance, the system cannot
asymptotically track the desired trajectory because of the NN reconstruction errors. In
the following, it is demonstrated that the tracking errors can be asymptotically converge
to zero in a shorter time by using the proposed method.

Third case (The RISE feedback controller in combination with the NN feed-forward term):
Now, in order to design the proposed control scheme in this paper, the control torque
input presented in (20) is used. The value of is the same as before. The control gains
are chosen as = 28, = 50, = 6. In this simulation a neural network with= 10 hidden-layer neurons and = 5 neurons in the output layer is considered. The
initial weights of the first and second layer of NN are set as = (16,10) and= 10 × (10,5). The activation function of the NN is selected as (. )
and the adaptation gains are selected as = 5 × × , = 0.05 × × . The
results of this controller are shown in figure 6 which confirms its superior tracking
performance.

6(a). The position tracking of to the desired
trajectory

6(b). The position tracking of to the desired
trajectory

6(c). The position tracking of to the desired
trajectory
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6(e). The position tracking of to the desired trajectory
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6(f). Tracking error
6(g). closer view of the tracking error between 0 to

4 seconds

6(h). Control input to joint 1 6(i). Control input to joint 2

6(j). Control input to joint 3 6(k). Control input to joint 4

6(l). Control input to joint 5

Figure 6. The results of the proposed controller in this paper

Figures 6(a) to 6(e) show the tracking performance of the proposed method. The
curves demonstrate that the control objective is successfully achieved. The position
tracking error is shown in figure 6(f). It can be seen that an asymptotic tracking is
achieved for all joints of the robot. Figures 6(h) to 6(l) show the generated control
torque input. As it can be seen, the proposed controller generates a continuous control
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signal. In fact, the existence of a unique integral sign term in the RISE controller causes
a continuous control structure which avoids the occurrence of chattering phenomenon
that usually happens in sliding mode controllers. By comparing figure 6 with figure 5, it
can be seen that unlike the NN-based controller which provides the convergence only
with UUB error, the proposed control scheme in this paper yields asymptotic tracking of
course in better performance.

6. Conclusion

This paper has presented a continuous control strategy for the tracking problem of a
5-DOF upper-limb exoskeleton robot in the presence of uncertainties and bounded
external disturbances. The proposed method is a combination of the recently developed
RISE feedback control technique and a NN feed-forward term. The feed-forward NN
approximates nonlinear dynamics of the robot and compensates for uncertainties
without the requirement for a precise model of system. The RISE feedback term
simultaneously eliminates the NN approximation error. The results of the proposed
control scheme are compared with a PD and also a NN-based controller. The
Comparative study on the system performance demonstrated that the proposed method
yielded superior tracking performance. The NN-based controller provided the
convergence only with UUB error due to the NN approximation error. However, the
proposed method achieves asymptotic tracking by eliminating this error. Furthermore,
Continuity of the generated control signal in this method prevents the occurrence of
undesirable chattering phenomenon.
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