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Abstract 

In this paper, a new method is presented for the detection of defects in random 

textures. In the training stage, the feature vectors of the normal textures’ images are 

extracted by using the optimal response of Gabor wavelet filters, and their 

probability density is estimated by means of the Gaussian Mixture Model (GMM). In 

the testing stage, similar to the previous stage,at  first, the feature vectors 

corresponding to local neighborhoods of each pixel of the image under inspection 

are extracted. Then, by computing the likelihood of the test image’s feature vectors’ 

belonging to the parameters of the GMM, they are compared with a threshold value. 

Finally, the defective regions are localized in a defect map. The proposed algorithm 

was evaluated on a set of grayscale ceramic tile images with random textures. The 

simulations indicate that in comparison with the previous methods, the proposed 

algorithm enjoys an acceptable computational volume and accuracy in the detection 

of texture defects. 
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1. Introduction 

The primary objective of performing automatic visual inspection of various surfaces 

is to find regions of these surfaces whose apparent or physical characteristics based on 

certain criteria such as color or pattern regularity deviate from the normal characteristics 

of the corresponding regions in the training and flawless samples. Nowadays, methods 

based on machine vision are commonly used for detecting and locating such flaws and 

defects in various applications, such as in the inspection and quality control of the 

surfaces of ceramic tiles [1], textiles [2] and silicon wafers [3]. Generally, these 

detection processes are classified within the domain of texture analysis. From the 

perspective of apparent looks, the textures are normally classified into regular textures 

and random textures [4]. Unfortunately, many of the defect detection techniques for 

regular textures cannot be easily applied to random textures. Because in many of these 

methods, the inherent regularity or repeating characteristic of the given textures are used 

for the detection of defects; while in random textures, usually there are no obviously 

regular or repeating patterns. So it is very important to devise and present novel 

detection methods in this regard. Figure 1 shows the images of a defective regular 

texture and a defective random texture. Since the regular texture has a periodic structure 
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in Figure 1.a, it is much easier to find the target defect in it compared to the random 

texture. In fact, the defective regions in random textures may be counted as the main 

patterns of the flawless texture. Therefore in such cases, it is essential to differentiate 

the defect from the main texture pattern. It is obvious that this dilemma makes the 

process of defect detection in random textures more complicated. 

Contrary to regular textures, few methods have been presented so far for the 

detection of defects in random textures. The most recent and significant approaches that 

exist on this subject will be covered in the following section. A method of detecting 

defects in random textures based on the T
2
 statistics has been presented in [5]. In the 

training stage of this method, the PCA analysis is used to extract a reference Eigenspace 

from a particular matrix known as the data matrix. The elements of this matrix are 

obtained from a specific arrangement of the grayscale values of the existing pixels in the 

neighborhoods of a set of flawless images in three color channels (R, G, B). This 

reference Eigenspace actually determines the normal behavior of the pixels within the 

neighborhood of trained flawless textures. Also in the testing stage, the mentioned data 

matrix is constructed from the test image, in a manner similar to the training stage, and 

then it is mapped into the Eigenspace obtained from the training stage. Then for each 

pixel, distance T
2
 is calculated and compared to a threshold value. Pixels whose T

2
 

distances are larger than this permitted limit are marked as defective pixels. 

Unfortunately, a very large volume of computations has been reported for this approach. 

The method proposed in [6] is based on the modeling of random textures for the 

detection of defective regions. Through this approach, the textural primitive of a 

reference image or a set of reference images are represented as TEXEMs. In this 

method, first, the local neighborhoods of the reference images are modeled by means of 

the GMM, and the parameters of this model are determined by the EM algorithm. 

Ultimately, the mean and variance of this Gaussian Mixture Model (GMM) are 

considered as TEXEMs. This local analysis of image is applied to a set of grayscale 

ceramic tile images by means of TEXEMs, in which the grayscale information is 

sufficient to correctly identify the defects. This scheme is then extended to include the 

color images as well. This strategy leads to various formulations and deduction 

procedures, and different computational complexities. Finally, the proposed method is 

implemented in the form of a novelty detection strategy in order to be flexible in 

detecting various defects, which are mostly unpredictable. 

The method proposed in [7] includes two stages of training and testing. In the 

training stage, the textural pattern of a number of normal textures in the form of local 

neighborhoods is taught to a number of hidden Markov models. The structure as well as 

the quantity of these models is determined automatically and optimally. Then in the 

testing stage, these models are used for the detection of defects in local neighborhoods. 

Also, for the detection of different size defects, the proposed method has been 

implemented in a multi-scale framework. 

Arc
hive

 of
 S

ID

www.SID.ir

www.sid.ir


 

Journal of Advances in Computer Research (Vol. 6, No. 3, August  2015) 65-85 

 

 

 

67 

 

  

(a) (b) 

Figure 1.An example of a defective regular texture (a) and a defective random texture (b). The defects 

of each image have been marked by elliptical lines. 

 

In [8], the authors have used the Gabor filters to extract the feature vectors and Self-

Organizing Maps (SOMs) in order to detect the defects on the surface of tiles containing 

random textures. However, despite the simplicity and small computational volume of 

this method, the authors of this article have not stated any degree of accuracy for this 

method compared to other approaches. 

In the current paper, a new method for the modeling of random textures in the 

spatial-frequency domain is presented for the detection of defects on the surfaces of 

these types of textures. One of the applications of texture defect detection is in the 

processes of surface inspection in various industries. These processes are generally 

recognized as online and real time implementations, and therefore, the processing time 

plays a very important role in the practicality of an inspection method. Hence, the speed 

of execution of the proposed method must be high enough so that it can be implemented 

as a real time system. It should also be noted that in many real applications, the 

probable defects on surfaces are unpredictable and it is practically impossible to have all 

the possible defects in order to train a defect detection system. So the proposed system 

should be automatic as much as possible, and it should not need to be trained on a 

defective class. Therefore, in a training process, the considered system can be trained by 

samples of a flawless class or group; and in the testing stage, the system can 

automatically detect and localize the possible defects. It should be mentioned that in 

many applications, it is not merely sufficient to determine whether a texture is flawless 

or defective; and it would be necessary to know the position as well as the size of the 

defects. These defects could come in very small to very large sizes, and therefore the 

proposed method must be capable of detecting and localizing different types of defects 

at various sizes. In this article, in the training stage, the feature vectors extracted from 

the optimal response of the Gabor wavelet filter of a number of flawless samples are 

trained by the GMM; and in the testing stage, by using the parameters of the trained 

model and an optimum threshold value, the defects on the surface of image under 

inspection are detected and localized. Also in this article, a new method of choosing the 

optimum of the Gabor wavelet filter has been presented for detecting the defects of 

random textures.   
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In continuation, the concepts of Gabor wavelet filters and Gaussian mixture model 

will be reviewed in Section 2, and then the proposed method will be introduced in 

Section 3. Finally, the experimental results and the conclusion will be presented in 

Sections 4 and 5, respectively. 

2. Background review           

2.1. Gabor wavelet filters 

Gabor filters are amongst the most important filters in the field of defect detection. 

The two-dimensional Gabor filters are frequency- and direction-sensitive band-pass 

filters which have been optimally defined in the frequency and space domains, and 

which are appropriate for the extraction of direction-dependent frequency content [9]. 

The two-dimensional Gabor filter in the space domain consists of a Gaussian function 

modulated with a mixed sine function, which is defined as equation (1): 

 
2 2

2 2

1 1
( , ) .exp - exp j2 ( )

2 2x y x y

x y
g x y Wx

  
    
  

  


   

(1) 

In the above equation, W is the frequency of the sine function in the Cartesian 

coordinates, and xσ and yσ are the standard deviations of the Gaussian envelope 

function along the x and y axes, respectively. The family of Gabor wavelets or a bank of 

Gabor filters is obtained by scaling and orienting the mother Gabor wavelet g(x, y) 

according to the following equations [10]: 

( , )  g( , ), 0,1,2,... 1     ,     0,1,2,... 1 m
mng x y x y m M n N        (2) 

( cos sin )mx x y            (3) 

)cossin(~  yxy m  

       (4) 

n

N



           (5) 

In the above equations, gmn is the filter scaled and oriented from the mother filter g(x, 

y). Subscripts m and n indicate the scale and orientation, respectively. In addition, M 

and N express the total number of scales and total number of orientations, respectively. 

The numbers of directions and scales vary in different applications, and it is very 

important to choose these numbers precisely in order to achieve the desired objective. 

Until now, no structured and standard way of choosing the number of directions and 

scales has been presented and almost all these selections are done empirically through 

trial and error. The designing of filter banks requires an extensive set of predetermined 

parameters to effectively cover the pattern frequency and texture design. The goal of 

using a filter bank instead of a filter at a specific direction and scale is to be able to 

analyze the images at different directions and scales. Generally, the Gabor wavelet 

function strongly depends on the four parameters of w, α, σy and σx; and small changes 

in these parameters can drastically affect the operation of the filter. Therefore, the 
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accurate calculation of these parameters can be very useful in minimizing the error of 

defect detection. 

The non-orthogonality of the Gabor wavelets leads to redundant information. 

Therefore, in order for the filter output to have the most useful and the least excessive 

information, the following formulas are used for the design [11]:    

,
( 1) 2ln 2

 
2 ( 1)

x mn m
lU









          (6) 
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2 1
2 tan
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      (7) 
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         (9) 

where Uland Uh are the lowest and highest central frequencies of the considered filter 

bank, and Wmn (with scale m and direction n) is the central frequency of each filter of 

the filter bank. With regard to the above structure and by tuning the Ul, Uh, M and N 

parameters, the desired filter bank can be designed.  

The existing pixels in an image can be classified into flawless and defective pixels 

considering the local response of the filter to those pixels. To determine the frequency 

response for every pixel of an image, the image can be convoluted by the Gabor wavelet 

filters. By convoluting each image with the real and imaginary sections of the Gabor 

wavelet filter, the pixels of the image can be described by extracting some features from 

the image obtained by the process of convolution. Equation (10) is obtained by applying 

the gmn(x, y) filter to image I(x,y).   

( , ) ( , ) ( , )T
mn mn

s t

h x y I x s y t g s t        (10) 

According to this process, each of the images obtained from the application of filter 

bank consists of a set of responses, which are represented in the form of H
I
 = {hmn

I
, m = 

1, 2, …, M;n = 1, 2, …, N} and which contain the information of the image at a specific 

scale and direction. 

2.2. Optimal Gabor filter         

The objective of using a filter bank instead of a single filter at a specific direction and 

scale is to be able to analyze an image at different directions and scales. A filter at a 

certain direction and scale can extract only a portion of an input image’s characteristics; 

while a filter bank can display the image’s characteristics at various directions and 

scales. Then by using the existing approaches, the best response among the filters can 

be obtained and the optimal filter can be chosen. 
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There are different methods for determining the best response from among the filters 

used in a filter bank [12]. A new and effective method has been presented in this article 

for selecting the optimal response of the Gabor filter bank in order to detect the defects 

on the surfaces of random textures. 

As the following section indicates, the feature vectors that are extracted in the 

training and testing stages comprise the pixel values of the Gabor wavelet filter’s 

optimal response. Since the values chosen for the flawless regions should be different 

from those chosen for the defective regions, so a response should be sought in the 

Gabor wavelet filter bank which can properly differentiate between the flawless and 

defective regions. In the algorithm for the extraction of optimal response, first, the 

Gabor wavelet responses of every image are averaged according to equation (11).      

,
1

( , )I I
m nh x y h

M N



         (11) 

The output of the Gabor wavelet filter of a tile’s image and of the image of its 

average responses has been shown in Figure 2.        

To choose the best response from the set of H
I
 observations, the criterion of similarity 

or closeness of the Gabor wavelet responses to the average image calculated in equation 

(11) is used. In order to determine the distance between these two, the criterion function 

of Chi-2 (χ
2
) is used [13]:   

2
,2

,

1 ,

( )
( , )

IS
m nI

m n I
i m n

h h
h h

h h





        (12) 

where S signifies the number of pixels of the Gabor wavelet responses. For a set of 

responses of the Gabor wavelet filter bank, the filter is selected as the optimal filter 

whose corresponding response has the farthest distance from the average value. 

Therefore, in view of what is said, the chosen optimal filter is Fkl, which has the best 

response in the equation to the input image.  

 2
, ,max ( , )I I

kl m n m nF h h          (13) 

Therefore, the optimal response of the chosen filter (indicated by hkl
I
 (x, y)) can be 

obtained from the set of H
I
 observations. The acquired optimal response is used for the 

extraction of feature vectors. The results of the proposed method for the extraction of 

the Gabor wavelet filter’s optimal response indicate that this method is well capable of 

detecting the defects of random textures. 

2.3. Gaussian mixture model            

The GMM is an unsupervised clustering method based on the assumption of 

Gaussian distribution for the input data. The Gaussian mixture model has an adequate 

capability in modeling the kinds of phenomena that have a natural distribution and 

irregular data. This characteristic has enabled the GMM method to be employed todayas 

the main tool in speaker identification systems and also as a reference system 

inmanyhybrid models. It is also used as a reference model, for comparison purposes, in 

manybiometric tests [14].   
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(a) 

 
(b)

 
(c) 

Figure 2. (a) Image of a defective tile’s random texture, (b) Responses of the Gabor wavelet filters 

of Fig. 2(a) at 4 scales and in 6 directions, (c) Average image of the Gabor wavelet filters response 

 

The density function of the Gaussian mixture model is obtained from the weighted 

set of K Gaussian distributions, according to equation (14):      

 
1

( | ) | ,  .

K

i ii

i

p x g x 



          (14) 

With regard to equation (14), x is the d-dimensional feature vector, αi is the weight of 

the i
th

 mixture, and g(x/ μ i, Σ i) denotes a fraction of the Gaussian mixture density with 
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average μi and covariance matrix Σi. The weight of each fraction is determined based on 

the probability of occurrence of that fraction with respect to the training data. Each 

density fraction is a d-dimensional Gaussian function, which is defined as equation (15):  

1

1/2/2

11
( | , )   exp ( ) ( )

2(2 )

T
i i i ii D

i

g x x x



 

    
 




  


   (15) 

Therefore, the GMM model can be defined by the parameters of mean vector, 

covariance matrix and by the weight of each partial mixture density; and the goal is to 

find these parameters (Ψ = {αi , μ i, Σ i }i=1
k
). There are numerous methods for the 

estimation of the Gaussian model’s parameters. One of the most common of these 

approaches is the use of Expectation Maximization Algorithm.             

3. The proposed method         

It seems that the global textural pattern that exists in random textures follows an 

undefined random process. This assumption has been considered in many different 

applications of the Gaussian mixture model, such as speech processing. Since the 

Gaussian mixture model is a very powerful tool for the modeling and analysis of 

arbitrary and random processes, the GMM method has been used in this article for the 

modeling of random textures. The important point that should be mentioned is that the 

obtained model parameters may have no physical and external meaning and may only 

denote the clustering property of the feature vectors or the observations. This notion is 

also true in the methods proposed in this article. In fact, it can be presumed that in the 

proposed method, the parameters of the GMM will be used as textural feature 

descriptors.  

It has been demonstrated in [15] that many of the real signals can be investigated and 

analyzed by studying their local neighborhoods. The obtained findings indicate that 

textures with global structures can be differentiated from one another by analyzing the 

distribution of their local features. In this research, this notion will be applied as the 

basic principle. The use of Gabor wavelet filters gives us the opportunity to also 

consider the frequency contents of the texture as well as the methods for the extraction 

of features in the spatial domain (such as the GLCM) [16], and to present a more 

accurate description of the surface features of these random textures.  

The block diagram of the proposed method has been shown in Figure 3, which 

consists of two stages of training and testing. Each of these stages will be explained 

separately in the next sections. 
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Figure 3. Block diagram of the proposed method. 

3.1. The training stage 

In this research, the idea of novelty detection [17] is used, which constitutes a 

different method among the common clustering approaches for the detection of defects 

in surface textures. In this method, in the training stage, flawless samples are used 

instead of defective ones. Due to the haphazard and unpredictable nature of defects in 

many applications, it is rather difficult to get enough defective samples and to produce a 

set of defective training data that can cover all the characteristic space of this class. 

However, the novelty detection approach only uses the data from flawless samples in 

the training stage in order to model these data. From a geometrical perspective, in the 

N-dimensional space of features, the flawless samples produce concentrated clusters; 

while the defective samples can be scattered throughout the whole space and be away 

from the centers of flawless texture clusters [18]. So in this research, the images of 

flawless textures, which all are of the same family, are used as inputs and the features 

extracted from each of these images are employed for modeling and for finding the 

threshold limit.                

3.1.1. Feature extraction           

At this stage, the texture image is described by the windows extracted from the 

optimal response of the training image’s Gabor wavelet. To this end, first, the image of 

the Gabor wavelet’s optimal response is divided into smaller 5x5 windows that do not 
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overlap. The interesting point is that the image of the Gabor wavelet’s optimal response 

does not exclusively contain positive values, and if we keep plotting the surface of the 

image obtained from the convolution operation, we shall see that this surface again 

includes both positive and negative values. This occurs because of performing the 

convolution between the image normalized by negative values and the filters that 

contain positive as well as negative values. Figure 4 shows an example of the mentioned 

trend. 

 

 

Figure 4. Procedure related to the response of one of the Gabor wavelet filters, before measuring 

the size of the pixels. 

The trend plotted above shows the changes of the texture, and these changes become 

more severe in some regions. The interesting point in this regard is that if we exclude 

the existing changes at the beginning and end of the trend, which are due to the effect of 

image edges, the remaining drastic changes will correspond to the plausible defective 

regions, which in view of the reason given above, a portion of them falls in the positive 

region and another portion in the negative region. Conversely, the output image, due to 

being convoluted by the Gabor wavelet filter, will have a mixed form again; because the 

existence of an exponential term in the filter’s formulation ensures the mixed form of 

the final image. Therefore, if instead of using pixel values, pixel sizes are used, not only 

the imaginary part will be eliminated, but also the negative regions, which create the 

basins, will turn into domes. For 5x5 windows, a 25-element feature vector describes 

the windows extracted from the optimal response of the flawless texture’s Gabor 

wavelet.     

 1 2 25, ,...,tx Q Q Q           (16) 

Figure 5 shows the flowchart used for the extraction of feature vectors. In 

continuation, the probability density of the feature vectors corresponding to all the 

flawless texture windows extracted from hkl
I
 (x, y) is estimated by means of the GMM. 
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Figure 5. Flowchart for the manner of extraction of feature vectors. 
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3.1.2. Modeling the feature vectors by GMM          

At this point, the probability density of the feature vectors belonging to a flawless 

texture image, which had been extracted according to the procedures described in the 

previous section, is estimated by the Gaussian mixture model, and the parameters of the 

GMM are resulted from this probability density. In this model, it is assumed that every 

feature vector xt in the N-dimensional space is produced by a probability density 

function. Obviously, the obtained model can model the behavior of the defect-free 

texture’s image characteristics. It should be mentioned that due to the similarity of the 

feature vectors of a family of random textures, and the fact that these vectors cannot be 

good representatives for the modeling of other textures belonging to the same family, 

and in order to reduce the volume of computations, only the feature vectors of a flawless 

image have been used for modeling.  

 

In addition, it should be stated that in a system based on the Gaussian mixture model, 

the probability distribution of the flawlesstexture’s feature vectors X = {xt, 1 ≤ t ≤ T} is 

expressed as a linear combination of K Gaussian mixtures, according to equation (17):              

 
1

( | ) | ,  

K

t t i ii

i

p x g x 



          (17) 

Ψ denotes the parameters of the GMM. In this case, it has been assumed that each 

feature vector is a d-dimensional probability density function (based on what was 

mentioned in the previous section, D = 25) with the average vector of μi and the 

covariance matrix Σi, according to equation (18).  

1

1/2/2

11
( | , )   exp ( ) ( )

2(2 )

T
t i t i i t ii D

i

g x x x
 

     
 




  


   (18) 

By having a series of observations X = {xt, 1 ≤ t ≤ T}, the likelihood of X for the 

parameters of the GMM is expressed by equation (19): 

 
1

( | ) ( | )

T

t

t

p X p x



          (19) 

As was explained in the previous sections, by applying the EM algorithm, the 

maximum likelihood value can be obtained and the model parameters can be estimated. 

In this regard, the algorithm for the modeling of a flawless texture’s feature vectors is 

expressed as follows: 

1) Determining the number of Gaussian mixtures (K), and also performing an 

initial estimation of the mean parameters (μ
0

i), covariance matrix (Σ
0

i) and the 

weight of mixtures (α
0

i), which are obtained by the k-means method. 

2) Applying step E of the EM algorithm and computing the value of posteriori 

probability for the ith mixture component, according to equation (20).    
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      (20)            
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3) Applying step M of the EM algorithm and updating the values of mean 

parameters, covariance matrix and the weights of mixture densities, according to 

following equations: 

 1

1

1
Pr( | , )

T
n n
i t

t

i x
T





          (21) 
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     (23) 

4) Computing the log-likelihood function of log p(X / Ψ) by means of the updated 

parameters, via equation (24). 

  
1 1

log  ( | ) log | ,  

T K

i ii

t i

p X g X 

 

 
 
 
 

         (24) 

6)  Repeating steps 3 through 5 until the likelihood logarithmic function converges. 

 

7)   Saving the parameters of the converged model (α, μ, Σ). 

So according to the abovementioned algorithm, in the training stage, the feature 

vectors extracted from a flawless training texture are trained in the form of local 

neighborhoods by the Gaussian mixture model, and the model parameters Ψ = {αi, μi, 

Σi}
k

i=1 are computed and saved. 

3.2. Computing the threshold          

Now by using the feature vectors from 3 flawless texture images extracted in the first 

stage and the parameters of the trained model, the threshold boundary is automatically 

calculated at the testing stage, in order to determine the defectiveness or flawlessness of 

the pixels of the image under inspection. First, the weighted Euclidian distance of each 

feature vector extracted from flawless texture images is computed from the parameters 

of the GMM, according to equation (25).  

2

2
1 1

( )
( , )  .

K N
n kn

t k

knk n

x
dist x

 

 
 

 
 

 


 


      (25) 

where K is the total number of Gaussian mixtures, N is the number of existing 

elements in the feature vectors (N = 25), αk is the weight of Gaussian mixture, and μk 

and δk
2
 are the mean vector and the variance of the k

th 
portion of the Gaussian mixture, 

respectively. Since a smaller distance indicates a higher dependency of the relevant 

feature vector on the model parameters obtained from the feature vectors of flawless 
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textures, and since defective samples can be away from the centers of flawless texture 

clusters, the highest value from the set of these distances can be considered as a border 

between defective and flawless regions. For comparison purposes, the Euclidian 

distances of the flawless and the defective regions’ feature vectors from the obtained 

model parameters have been exhibited in Figure 6. 

 

 

Figure 6. The Euclidean distance of a number of flawless and defective windows from the 

parameters of the extracted model. 

In view of Figure 6, it can be observed that the feature vectors associated with 

defective regions are more distant from the model parameters. To find the value of the 

threshold boundary automatically, and without supervision, the K-means clustering 

algorithm is used. In this method, it is assumed that each obtained values of distance 

belong to clusters with the mean μ and standard deviation δ. These distance values are 

divided into L clusters (empirically, L = 5) and then the parameters of a cluster that has 

the highest mean is considered. These parameters include the standard deviation of the 

considered cluster (δl) and the mean value of the cluster (μl). Thus, the boundary 

between the defective and flawless regions, i.e., the threshold boundary, can be 

calculated by equation (26). 

l l              (26) 

where λ is a constant coefficient which is determined empirically, and in performing 

the experiments, its value has been considered as λ =1.25. 

3.3. The testing stage          

At this stage, like at the training stage, at first, the filter bank of Gabor wavelet is 

applied to the image under inspection, and the Gabor wavelet’s optimal response is 

determined. For every pixel in the input image, a window is delineated from the center 

of the pixel with the size of the Gabor wavelet’s optimal response in such a way that the 

feature vector that describes that pixel is formed. After extracting the feature vectors of 

the image under inspection, the distance of each of these vectors from the model 

parameters is computed by equation (25). If the distance of each feature vector from the 
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model parameters is larger than the threshold boundary value (  ), the pixel related to 

its corresponding feature vector is considered as the defective region. In this case, a 

final defect map in binary form can be generated through equation (27) and the 

defective pixels of the image under inspection can be localized and marked.  

0           (x,y)
( , )

1           (x,y)

 dist
D x y

dist

 
 

 
       (27) 

According to equation (27), dist(x, y) is the distance of the feature vector belonging 

to the pixel of the image under inspection in the (x, y) coordinates. 

4. Experimental results 

With the aim of quantitative and qualitative analysis, the proposed method was 

applied to a set of grayscale images of ceramic tiles with random textured surfaces. This 

set consisted of 10 different families of tiles with different designs. There were 1100 

images in total with the size of 256x256 pixels each; 150 of these images are flawless 

and defect-free and the remaining 950 have various defects in their surface textures. 

These defects come in different sizes and types and they can include physical as well as 

textural defects. These defective images are used to construct binary images known as 

the ground-truth maps. In this operation, with the help of an observer or human 

operator, the defective locations are labeled and marked by hand in a separate image 

called the ground-truth map. Therefore, a ground-truth map is in fact a binary image 

corresponding to an image of the defective texture.   

One of the parameter that should be determined in the proposed method is the 

selection of the number of Gaussian mixtures used for modeling. So by performing 

various experiments, seven Gaussian mixtures (K = 7) were chosen for the modeling of 

flawless textures. In most of the published articles, depending on the type of application 

and also the type of texture, the number of Gaussian mixtures is selected empirically 

and through trial and error, and this quantity of mixtures should be able to cover the 

whole space of feature vectors. Underestimating the number of Gaussian mixtures leads 

to inappropriate modeling by the GMM, and overestimating it leads to the increase in 

the volume of computations and the processing time. Figure 7 shows the effect of the 

number of Gaussian mixtures on the detection of defects in a random textured tile, for 

different values of k. 

In this research, windows with dimensions of N = 5 x 5 have been employed for the 

extraction of feature vectors at the training and testing stages. The dimensions of 

windows should be selected in a way that windows could contain the details of the 

Gabor filter’s optimal response and so that there would be a compromise between the 

accuracy and the speed of computations [19]. The determination of the exact locations 

of defects mostly requires that the filters be used in a particular space.The determination 

of the parameters of Gabor filters that form the filter bank involves the selection of the 

frequencies and orientations of each of these filters so that the frequency domain can be 

covered as much as possible by the said filter bank and the texture information can be 

adequately extracted. The central frequencies of the designed filters should be close 

enough to the textures’ frequency characteristic; otherwise, the texture-to-filter response 

level will drop sharply. 
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(a)                                         (b)                                           (c) 

Figure 7. The effect of the number of Gaussian mixtures (k) on a tile’s defective random texture: 

(a) The defective texture, (b) Applying the proposed method with k = 7 on the image of texture in (a), 

(c) Applying the proposed method with k = 4 on the image of texture in (a). 

The closer a texture’s frequency characteristic is to that of a filter, the higher the 

response level of the mentioned texture will be to that filter. Therefore in this research, 

considering the abovementioned and various performed experiments, UL = 0.1 and Uh = 

0.4 were considered as suitable choices for determining the central frequencies. Also the 

number of filter bank elements in this research is 24 filters, which have been designed 

in 4 scales and 6 orientations. It should be noted that choosing a large number of filter 

bank elements produces extra information and causes the computation volume to 

increase. Conversely, the choice of a small number of filters for the filter bank leads to 

the loss of textural details. Figure 8 shows examples of the quality of defect detection 

by the method proposed in this research.   

As these figures explicate, the textural patterns of the flawless textures differ from 

those of defective textures, but in appearance, they seem to have the same textural 

patterns. These examples demonstrate the ability of the proposed approach in detecting 

the defects which may range from small to large sizes. To evaluate the accuracy and 

performance of the proposed method, it is applied on a set of images in the database. 

The acquired defect maps are then compared with the ground-truth maps that 

correspond to the image of each test texture, and the results of comparison are 

quantified with the aid of three criteria of sensitivity, specificity and accuracy. 

Sensitivity indicates the degree of correct detection of defective pixels; specificity 

shows the degree of correct detection of flawless pixels; and accuracy expresses the 

extent of correct detection of all the existing pixels in the considered image.  
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Figure 8. Several examples of the application of the proposed method on the random textures of 

defective tiles. 
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These three criteria are defined as the following equations:  

 100
TP

Sensitivity   %
TP FN

 


       (28) 

 100  
TN

Specificity   %
TN FP

 


       (29) 

100  
TN TP

Accuracy    %
TN FP FN TP


 

  
      (30) 

In these equations, 

TP indicates the True Positives, i.e., the number of defective pixels that have been 

detected correctly.    

TN indicates the True Negatives, i.e., the number of flawless pixels that have been 

detected correctly. 

FP indicates the False Positives, i.e., the number of flawless pixels that have been 

detected incorrectly as defective ones. 

FN indicates the False Negatives, i.e., the number of defective pixels that have been 

detected incorrectly as flawless ones. 

By applying the above three criteria on all the existing database images, the accuracy 

and the quality of the proposed method can be determined. Table 1 shows the 

effectiveness of the proposed approach by the three introduced criteria. Also, to 

compare the proposed method with the other approaches in terms of accuracy and 

efficiency, the methods of Gray-Level TEXEM [6] and Gray-Level T
2
 [7] have been 

implemented, and the results of applying the above three measures have been given in 

Table 1. 

As is observed in Table 1, the highest accuracy belongs to the TEXEM method [6], 

the highest specificity is achieved by the proposed method, and the highest sensitivity 

again belongs to the TEXEM approach [6].   

Also from a computational perspective, the proposed method and the Gray-Level 

TEXEM [6] and Gray-Level T
2
 [7] approaches have been applied on the set of database 

images, and the average processing times at the training and testing stages have been 

listed in Table 2. It should be mentioned that the proposed method has been executed in 

the MATLAB software environment, on a 2.8 GHz processor, with 6GB of ram. 

Table 1. Performance of proposed method in comparison with [6] and [7]. 

Method 
Sensitivity Specificity Accuracy 

Proposed Method 91.3% 94.4% 92.85% 

Gray-Level 
TEXEM 

92.4% 93.9% 93.15% 

Gray- Level T
2
 90.1% 84.9% 87.5% 

As Table 2 indicates, the processing time in the proposed method, both at the training 

and testing stages, is faster than that in the other two methods. This computational 

characteristic makes the proposed method more suitable for industrial implementations 
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rather than the other introduced methods. An important reason for a shorter computation 

time at the training stage in the proposed method, compared to the TEXEM method, is 

that the feature vectors of the flawless texture are less scattered in the proposed method; 

and the less scattered the model parameters are from each other, the quicker the 

convergence of the EM algorithm will be [20]. As pointed out in the previous section, 

determining the exact number of Gaussian mixtures has a significant impact on the 

processing time and the accuracy of the proposed algorithm. For the sake of 

comparison, the accuracy and the processing time of the proposed algorithm with 

respect to the number of Gaussian mixtures (k) have been listed in Table 3. 

Table 2. The processing time in training and testing stages 

Method 
Training 
Stage 

Testing 
Stage 

Proposed Method 20 sec. 7 sec. 

Gray-Level 
TEXEM 

110 sec. 11 sec. 

Gray- Level T
2
 190 sec. 26 sec. 

 

Table 3. The processing time and accuracy of proposed method based on number of different 

Gaussian mixtures. 

Number of Gaussian 
mixture 

Accuracy 
Process time in 
testing stage 

Process time in 
training stage 

K = 3 71.3% 2 sec 7 sec 

K = 4 75.7% 3sec 9sec 

K = 5 83.2% 5 sec 13 sec 

K = 6 86.1% 6 sec 16 sec 

K = 8 92.85% 9 sec 26 sec 

K = 9 92.86% 15 sec 31 sec 

K = 10 92.86% 18 sec 37 sec 

5. Conclusion 

In this paper, a new method was presented for the automatic detection and 

localization of the defects of random textures in grayscale images with the help of the 

Gaussian mixture model and the optimal response of Gabor filter.  
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The proposed method was compared with the recent approaches presented for the 

detection of defects in random textures, both in terms of accuracy and computational 

volume. This comparison was carried out by applying all the three mentioned methods 

on a database of textural images from ceramic tile surfaces. In this databank, there were 

ten different textural families with various defects of different sizes. Since in many 

practical applications, such as the automatic visual surface inspection, the real-time 

implementation capability of a texture defect detection method is of high importance, 

therefore, the computational volume and cost of the noted method will have a major 

influence on its performance and effectiveness. Hence, the three mentioned methods 

were also compared from the standpoint of computational efficiency. It was observed 

that the processing time in the proposed method, both at the training and testing stages, 

is faster than the other methods; and this advantage, in addition to its efficient 

performance, makes the proposed method an appropriate candidate for industrial 

implementation. It should be mentioned that in this paper, the mentioned methods have 

been applied on the images of ceramic tile surfaces; however, these methods can also be 

applied on any other random texture such as the surfaces of wood, leather or even 

textiles and organic tissue textures. The proposed method has been basically designed 

for the detection of defects in grayscale surface textures, and the detection of defects in 

color textures constitutes a generalization of the grayscale case; because in this regard, 

the grayscale approach can be separately applied to every color channel. 
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