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Abstract 
Due to the complex physical properties of the detected targets using sonar 

systems, identification and classification of the actual targets is among the most 
difficult and complex issues of this field. Considering the characteristics of the 
detected targets and unique capabilities of the intelligent methods in classification 
of their dataset, these methods seem to be the proper choice for the task. In recent 
years, neural networks and support vector machines are widely used in this field. 
Linear methods cannot be applied on sonar datasets because of the existence of 
higher dimensions in input area, therefore, this paper aims to classify such datasets 
by a method called Online Multi Kernel Classification (OMKC). This method uses a 
pool of predetermined kernels in which the selected kernels through a defined 
algorithm are combined with predetermined weights which are also updated 
simultaneously using another algorithm. Since the sonar data is associated with 
higher dimensions and network complexity, th
classification accuracy of 
genetic algorithm (feature selection) and statistical moments (feature extraction), 
eliminating the existing redundancy is crucial; so that t
the algorithm is increased on average by 
declined by 0.1014 second at best
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1. Introduction 

Detected target by Sonar systems includes: true target, noise, reverberation and 
clutter. Noise can be categorized as thermal
the noise dosn’t have Sonar ping genre, it can be easily distinguished from the tru
target. Echoes, also called reverberation, are the result of reflected sonar pings created 
from their collision with sea floor and surface 
equal and homogeneous amplitude, they can be easily distinguished from a
because the genre is made of sonar ping 

In case that the sea floor surface is uneven, especially in small dimensions, there will 
be various reflected echoes
to the features of actual target such as the Probability Density Function (PDF). These 
false targets are called clutter 
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Due to the complex physical properties of the detected targets using sonar 
systems, identification and classification of the actual targets is among the most 
difficult and complex issues of this field. Considering the characteristics of the 

ed targets and unique capabilities of the intelligent methods in classification 
of their dataset, these methods seem to be the proper choice for the task. In recent 
years, neural networks and support vector machines are widely used in this field. 

thods cannot be applied on sonar datasets because of the existence of 
higher dimensions in input area, therefore, this paper aims to classify such datasets 
by a method called Online Multi Kernel Classification (OMKC). This method uses a 

ed kernels in which the selected kernels through a defined 
algorithm are combined with predetermined weights which are also updated 
simultaneously using another algorithm. Since the sonar data is associated with 
higher dimensions and network complexity, this method has presented maximum 
classification accuracy of 97.05 percent. By reducing the size of input data using 
genetic algorithm (feature selection) and statistical moments (feature extraction), 
eliminating the existing redundancy is crucial; so that the classification accuracy of 
the algorithm is increased on average by 2% and execution time of the algorithm is 

 second at best. 

Sonar, Classification, OMKC, Genetic Algorithm, Statistical Moments, Clutter

Detected target by Sonar systems includes: true target, noise, reverberation and 
Noise can be categorized as thermal, ambient, continental, harbors

the noise dosn’t have Sonar ping genre, it can be easily distinguished from the tru
target. Echoes, also called reverberation, are the result of reflected sonar pings created 
from their collision with sea floor and surface [2]. Considering the fact that echoes have 
equal and homogeneous amplitude, they can be easily distinguished from a

of sonar ping [3]. 
In case that the sea floor surface is uneven, especially in small dimensions, there will 

echoes coming from that surface which contain features comparable 
to the features of actual target such as the Probability Density Function (PDF). These 

clutter [4]. 
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Due to the complex physical properties of the detected targets using sonar 
systems, identification and classification of the actual targets is among the most 
difficult and complex issues of this field. Considering the characteristics of the 

ed targets and unique capabilities of the intelligent methods in classification 
of their dataset, these methods seem to be the proper choice for the task. In recent 
years, neural networks and support vector machines are widely used in this field. 

thods cannot be applied on sonar datasets because of the existence of 
higher dimensions in input area, therefore, this paper aims to classify such datasets 
by a method called Online Multi Kernel Classification (OMKC). This method uses a 

ed kernels in which the selected kernels through a defined 
algorithm are combined with predetermined weights which are also updated 
simultaneously using another algorithm. Since the sonar data is associated with 

is method has presented maximum 
By reducing the size of input data using 

genetic algorithm (feature selection) and statistical moments (feature extraction), 
he classification accuracy of 

 and execution time of the algorithm is 

Sonar, Classification, OMKC, Genetic Algorithm, Statistical Moments, Clutter 

Detected target by Sonar systems includes: true target, noise, reverberation and 
harbors, etc [1]. Since 

the noise dosn’t have Sonar ping genre, it can be easily distinguished from the true 
target. Echoes, also called reverberation, are the result of reflected sonar pings created 

Considering the fact that echoes have 
equal and homogeneous amplitude, they can be easily distinguished from actual targets 

In case that the sea floor surface is uneven, especially in small dimensions, there will 
coming from that surface which contain features comparable 

to the features of actual target such as the Probability Density Function (PDF). These 
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Due to the so many similir features between clutters and actual targets their distinction 
is very difficult. In recent years, neural networks and support vector machines have 
become a common method for adressing this problem and various attempts have been 
made for solving that [5]. 

Two active research topics in category of machine learning are online and kernel 
learning, which have been studied separately for several years. Online learning is 
designed to develop a prediction model based on sequential feedbacks from previous 
questions and possible additional information [6]. This method is distinguished from 
typical supervised learning algorithms which are designed to develope classification 
models from a collection of given training examples. The purpose of kernel learning is 
to find an effective kernel function for a given learning task using training data [7-9]. 
An example of kernel learning is Multiple Kernel Learning (MKL) [10], which finds the 
optimal combination of multiple kernels in order to incresae the performance of kernel 
based learning methods (as Figure 1). Againest the various existing algorithms [11], 
several studies are dedicated to compare the kernel techniques in online learning 
settings [12]. However, in most of the existing kernel based online learning algorithms, 
the kernel function is assumed to be specified, which is significantly limited their real-
world applications. As an attempt to overcome this limitation, Online Multiple Kernel 
Classification (OMKC), which is aimed to simultaneously train multiple kernel 
classifiers and their optimal linear combinationes, is used in this paper. The main 
challenge of OMKC algorithm is that the both optimal kernel classifiers and their linear 
combinations are required to be trained simultaneously. More importantly, the solution 
of kernel classifiers and their linear combinations are strongly correlated which makes 
the problem more challenging compared to a typical online learning problem. Kernels 
fuse two kinds of online learning techniques: the perceptron algorithm [13] that traines a 
classifier for a given kernel and the Hedge algorithm [14] that linearly combines 
multiple classifiers. Furthermore, in this paper a novel kernel selection strategy has been 
developed for choosing a random subset of kernels for model updating and combination 
tasks, which results in significant improvement in learning efficiency. 
 

  
Figure 1. Converting non-linear input space to linear one by use of kernels. 

 
However this method was proved to be inefficient due to the high computational time 

and complexity. High dimensions of Sonar data and existing redundancy decreases the 
performance of algorithm for target classification purposes. One way to overcome this 
problem, is to reduce the dimension size of the input dataset using Genetic Algorithm 
(GA) and Statistical Moments (SM) [15]. Also selecting the kernels using stochastic 
methods and updating the elite kernels rather than the whole kernels, have been used 
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properly in the original algorithm. Using these simple methods, the spatial and time 
complexity reduce to an acceptable level.  

The rest of the paper is organized as follows. First, Sonar data is defined and the 
manner in which the data dimension is redusced using GA and SM will be studied. 
Section two describes the classic OMKC algorithm. In section 3, the modified algorithm 
has been explained and compared with benchmarks methods that have been utilized in 
articles with high impact factor, as well as the standard OMKC method. Conclusions 
and suggestions for the further works are represented in section 4. 

2. Sonar Dataset 

The data used in this paper are extracted from Gorman and Sejnowski researches 
[6,7]. In this study, a 5 feet metal cylinder and a rock with the same size of the sandy 
floor of the sea have been placed accordingly and a broadband linear FM pulse chirp (ka 
= 55/6) was sent to them. Reflected echoes within 10 meters of the test objects have 
been collected and 208 echoes between 1200 samples were chosen based on their SNR 
which should been within the range of 4dB and 15dB. Amonge the collected echoes, 
111 were reflected from metal cylinders and the others were received from rocks. 

An example of reflected echoes PDF function received from rock and metal cylinder 
is shown in Figure 2. As it can be seen, reflected echoes from diffrent targets have 
different characteristics in terms of the frequency and time domain. These differences 
shape the idea of extracting new features for classification purposes based on SM 
methods which are described in the next section. 
 

  
Rock Metal Cylinder 

Figure 2. Examples of the reflected echoes from rock and metal cylinder. 
 
2.1. Reducing the Data Dimension using GA and SM 

Considering high dimensions of the Sonar data (which is equal to 60 in this paper) and 
OMKC network complexity, occurrence of numerous redundancies in the process of 
target classification can not be avoided. The result of these redundancies are reduced 
performance of the network’s classification capability and it’s increased time 
complexity. 

Using conventional methods of feature extraction (methods based on SM) along with 
methods for choosing the features with high impact on target classification (GA), 
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dimension of the input data can be reduced from D to d where d D< , so that 
information processing time is reduced and the network classification accuracy is 
increased [16]. 

Selecting the value of d is the other challenging issue of this method. In this paper, 
scree test [17] is used to determine the value of d. The point where the graph has the 
sharpest drop will be selected, but cannot be proven yet until it is chosen in small 
amounts so that the selection of d is possible. The result of this experiment is depicted in 
Figure 3. As can be seen d is set to 6 for sonar data. 

 
 

Figure 3. The result of the scree test on the Sonar data. 
 

It has been proved [18] that the noises, reverberations, clutters or reflected echoes 
from targets, possess their own PDF functions with parameters that are almost identical. 
The PDF functions related to reverberation, clutter and actual target are rayleigh, K-
distribution and dominant one plus rayleigh (1D+rayleigh), respectively [19]. 

Considering the differences between PDF functions of true and false targets, and also 
the fact that the third (Skewness) and fourth (Kurtosis) moments are changed as their 
PDF fuctions are changed.  

In this part, using the main data, instead of taking 60 samples using the PDF function 
related to each test, the third and fourth moments are calculated. Each moment is 
considered as a new feature. For an amplitude distribution of 1(x ,..., x )N  with the mean 
value of x , and the variance of σ , third and fourth moments are calculated using 
equations (1) and (2), respectively: 

2 2

1
(1/ N) (x x)

N

m
m

σ
=

= −∑         (1) 

1
k-th moment=((1/ N) (x x) ) /

N
k k

m
m

σ
=

−∑       (2) 

In order to have an optimal result, GA is used to select the other four required features 
between the 60 available features more effectively. Techniques based on information 
theory for selecting variables in the time series prediction and model statistical detection 
are very useful. These techniques are based on the maximization of mutual information 
between the input and output of the system. 

However, the procedure of finding the entropy requires a lot of computational power. 
To avoid this requirement, indirect methods can be used not only to minimize the 
redundancy, but also to maximize the mutual information. Moreover, the combined 
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optimization methods (i.e. examine all the variables) also involve quite a lot of 
calculations. In this paper, GA is used to avoid this problem [20]. 

The main idea of this approach is to select a set of nN  features as {n }, (1,2,..., )i ni N=  
and then try to maximize the mutual information 

n1 NI(y; yh ,..., yh ) using selected 

features, between the target (the class) and outputs iyh  which are resulted from in . 
Equation (3) shows the number of solutions for the combinatorial optimization where M 
is the total number of attributes. 

( )
!

2 !n

M
M N−

          (3) 

In order to reduce the required calculations combined optimization for

n1 NI(y; yh ,..., yh )  has been implemented using modified GA in which instead of liner 
combination of parents in crossover process, one of the parents is chosen randomly. 
Fitness function has been chosen so that it can maximize the relevancy and minimize 
the redundancy. The fitness function is given by following equation [20]: 

 

1...
max

Nni i
Φ           (4) 

 
In which V PΦ = −  and 
 

1

1 ( ; )
nN

i
in

V I yh y
N =

= ∑          (5) 

2
1 1

1 ( ; )
n nN N

i j
j in

p I yh yh
N = =

= ∑∑
        (6) 

 
The V  and P  represented in equations (5) and (6) are representing the relation and 

redundancy between nN  features, respectively. Note that V  is the average value of 
mutual information ( ; )iI yh y  between classes and selected features outputs and P  is the 
average value of mutual information ( ; )i jI yh yh  between selected features outputs.  

3. Online Multi Kernel Classification  

Two active research topics in category of machine learning are online and kernel 
learning, which have been studied separately for several years. Online learning is 
designed to develop a prediction model based on sequential feedbacks from previous 
questions and possible additional information [6]. This kind of algorithms are different 
from supervised learning algorithms in which a set of training data are used for  training 
the classification model [21]. 

Training an efficient kernel function is the aim of the kernel based learning. An 
example of such algorithm is the MKL in which the optimal combinations of kernel 
function are sought in order to achive the highest possible performance. In most online 
methods it is assumed that the kernel function is predefined which makes them more 
preferable to be employed in real world issues [22,23]. 
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In this paper, OMKC algorithm is used to overcome this limitation by training the  
Multi Kernel Classifier (MKC) and optimizing their linear combination simultaneously. 
This is the main challenge associated with OMKC algorithm. The close relation 
between the classifiers and their coefficients and also the need for their simultaneous 
update increses the complexity of purposed algoritm with respect to other methods. For 
this reason the OMKC algorithm focuses on two online training method as: a) the 
perceptron, which trains a classifier for given kernals [24,25], and  b) the Hedge 
[26,27], which linearly combines the classifiers [24].  

In this section, the standard multi kernel learners algorithm is presented [25] and it 
will be used for developing the OMKC algorithm in the next section [21,28]. Training 
set is defined as { }( , ), 1, 2,....,i iD x y i n= = , d

ix R∈ , { }1,1iy ∈ − 1,...,i n=  and a 

collection of m kernel functions as { : ,i 1,...,m}ik Rκ χ χ= × → = . The goal of MKL is 
to train a kernel-based prediction function through calculating the optimal coefficients 
for combining the kernels, denoted by 1( ,..., )mθ θ θ= . The optimization is performed by 
minimizing the classification error with the cost function given by equation (7) [21]: 

( )( )

2

1

1min  min  ( ( ), )
2

n

i iHf H i
f C f x y

κ θκ θθ∈∆ ∈
=

+ ∑l
      (7) 

Where 
 

1

{ | 1 1}

( )(.,.) (.,.)

( ( ), ) max(0,1 ( ))

m T
m

m

i i
i

i i i i

K

f x y y f x

θ θ

θ θ κ

+

=

∆ = ∈ =

=

= −

∑
l

R
 

 
In the above equation,1m  refers to an m-dimensional vector that all of its elements are 

one. The general block diagram of this method is shown in Figure 4. 
 

 
 

Figure 4. The general trend for proposed algorithm. 
 
3.1. Online Multi Kernel Classifier 

The proposed OMKC structure is based on the combination of two learning methods: 
perceptron and Hedge algorithms. Perceptron algorithm trains the classifier based on 
kernels and Hedge algorithm updates the weights for their linear combination. Figure 5 
illustrates the proposed algorithm in detail. 

In this format, (t)iw  is the weight of the i-th kernel classifier at time t, which is set to 1 
for t = 0. The weights are updated using the Hedge algorithm in equation (8): 

1

i
tzi i

t tw w β+ =           (8) 
Where (0,1)β ∈  is the weight decline coefficient and is used to modify the kernels 

with inaccurate predictions. If the result of the classification process is satisfactory, 
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(t)iZ  takes the values of 0 and the weights are remain unchanged. Otherwise (t)iZ  is set 
to 1 and a decreased weight according to the value of β  is replaced with the old one. 
 
 
  

Figure 5. Procedure of OMKC(D,D). 

 

The results indicates the inefficiency of the algorithm 1 due to the its complexity and 
execution time. In the next section, new algorithms are developed for compensating this 
defect. 
3.2. OMKC Algorithm by Kernels Stochastic Combination 

The first attempt for improving the computational efficiency of the algorithm 1, is to 
select a subset of kernels and use combination of the selected elements. Figure 6 shows 
the detailed steps. Where ( )iq t  which is the selection probability of the i-th kernel is 
calculated by equation (9): 

1

( ) w ( ) / max  w ( )i i j
j m

q t t t
≤ ≤

 
=  

 
       (9) 

Only selected the selected kernels are combined in this method. This procedure is 
called OMKC(D, S), which represents stochastic selection and deterministic update of 
kernels based on their involvement in combination. 

 
 
 

  
 
 
 
 
 
 
 

 
F igure 6. Procedure of OMKC( D,S) .  
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3.3. OMKC by Updating Stochastic Weights 

The next approach for imroving the efficiency of the algorithm 1, is to only update the 
weights of the stochastically selected kernals rather than updating all of them. To do so, 
p ( )i t  is defined as: 

p ( ) (1 )q ( ) / m,  i=1,...,mi it tδ δ= − +        (10) 
The smoothing parameter δ  in equation (10) ensures that the sampling probability of 

all kernels be at least / mδ . According to equation (10) and bernoulli’s sampling 
process given by equation (11) a subset of kernels are selected and their corresponding 
weights are updated. 
m ( ) Bernoulli Sampling(p ( ))i it t= −         (11) 

 
In this equation, m ( ) {0,1}i t ∈  specifies the result of sampling, so that the i-th kernel is 

selected, if and only if m ( ) 1i t = . Figure 7 shows the mentioned procedure in details. 
Thus this procedure is called OMKC(S, D), which represents deterministic selection and 
stochastic update of kernels based on their involvement in combination. 

 
 

  
 
 
 
 
 
 
 
 

Figure 7. Procedure of OMKC(S,D). 

3.4. OMKC with Stochastic Combination and Updating 

Employing two previous methods simultaneously is the last strategy used in this paper 
to improve the performance of OMKC algorithm is a combination of the two previous 
stages (i.e. stochastic selection of kernels based on their involvement in learning process 
and stochastic update of the weights between kernels). This method is called 
OMKC(S,S). Combining these two methods clearly reduces the computational 
complexity which also results in reduction of the time complexity classification 
accuracy. Details of the OMKC(S,S) algorithm are illustrated in Figure 8. 
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Figure 8. Procedure of OMKC( S ,S) .  

4. Simulation Results  

The simulation section is aimed to answer these questions: 1) whether the proposed 
OMKC algorithms for online classification has higher efficiency compared to the 
conventioonal mono kernel algorithms (i.e. perception) or not?, 2) are the efficiency of 
the proposed OMKC algorithms surpass the standard MKL methods for classification 
purposes or not?, 3) how the performance of the OMKC algorithm is effected while 
using stochastic kernels selection and stochastic weights update? and 4) what is the 
effect of reducing the dimension of input data in algorithm’s classification accuracy and 
its execution time? 
4.1. Kernels Pool 

Using the past experiences and results of previous researches experiments [28,29], the 
kernel pool is formed consisting of 16 kernel functions, including 3 polynomial kernels 
(i.e. (x , x ) (x x )T P

i j i jk = ) with P=1,2,3 degrees and 13 Gaussian kernels (i.e. 
2 2(x , x ) exp( x x / 2 )i j i jk δ= − − ) with the δ  parameter width between 6 5 5 6[2 ,2 ,...,2 ,2 ]− − . 

4.2. Comparison 

In order to examine the proposed algorithm’s performance, it is compared to 4 
benchmark algorithms which are widely used in papers. These algorithms are: a) 
perceptron with linear kernels, b) perceptron (u): perceptron with bias less and uniform 
composition kernels [30], c) perceptron (*): in this algorithm ten percent of the training 
data is used to determine the most suitable kernels and the other 90 percent is used to 
train the network [31], and d) OM-2: which is a benchmark algorithm and a subset of 
MKL [32]. 
4.3. Measurement Metrics 

For examining the designed network in terms of accuracy, time complexity and 
structural complexity, following metrics are used respectively: a) error rate: the 
percentage of occurred errors in prediction process or online receiver b) the algorithm’s  
execution time which includes model update and online prediction time, and c) norm-2 
of the classifier’s support vectors.     
4.4. Set Parameters 

To perform the comparison between the algorithms with equal conditions and obtain 
the best performance using different calculations and sequential experiments [33], the 
parameters β  and δ are set to be 0.8 and 0.01, respectively [34-36]. To obtain an stable 
average, all online experiments are performed recursively with 20 iteration for each data 
set. It should be noted that all simulations are executed using a PC with 2.3GHz 
processor and 16GB of RAM in Matlab’s simulation environment. 
4.5. Tests Results 

Test results for raw sonar data and the data with reduced dimensions are represented 
in Table 1. The comparison between OMKC algorithm and classical methods is 
represented in this table. Student t-tests are performed and the best results are 
highlighted and performance of the different algorithms are discussed. First the 
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performance of three perceptron based algorithms (perceptron, perceptron (u) and 
perceptron (*)), OM-2 and classic OMKC are examined. 

As can be seen, OMKC algorithm provides higher classification accuracy compared to 
other methods. However, in this method the complexity of the network is increased and 
its performance is reduced due to the existent redundancies. It is clear from the second 
row of the table that decreasing the dimension of input dataset increses the classification  
accuracy and reduces dataset processing time. Table 2 also indicates that the stochastic 
selection and composition of the kerneles results in increased classification accuracy 
through reducing the network complexity and available redundancies. 

From the results represented in Table 2 it can be concluded that kernels deterministic 
selection and their stochastic update leads to a relatively better outcome. It is also 
observed that using the data with reduced dimensions results in higher accuracy and 
reduced computational time. The reason is that, through reducing the data dimension, 
additional information and their resultant redundancies is reduced and calculations 
accuracy is increased due to the reduction of calculations. However the effect of this 
action is limited because of the small ratio of data to examples. 

Figure 9-a shows the sonar data classification error for different algorithms with and 
without utilizing GA and SM. Mean value of the support vectors and execution time of 
the algorithms are depicted in Figures 9-b and 9-c, respectively. The horizontal and 
vertical axes of these figures indicat different classification algorithms such as 
perceptron, perceptron (u), perceptron (*), OM_2, OMKC(D, D), OMKC(D, S), OMKC(D, S) 
and OMKC(S, S)  and their comparison metrics, respectively. 

  

 
Figure9-a. Comparison of error rates for Sonar data using the GA + SM without the use of GA + SM. 
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Figure9-b. Comparison of the mean support vector for Sonar data in various algorithms. 

 
Figure9-c. Comparison algorithm runtime for Sonar data in various algorithms. 

 
Table 1. Comparison of OMKC with classical methods. 

OMKC(D,D) OM-2 Perceptron(*) Perceptron (u) Perceptron Metrics Data 
24.74 ± 1.84 
1136 ± 38.6 
0.1321 ± 0.003 

27.84 ± 1.84 

63.3 ± 4.4 
0.0335 ± 0.001 

30.65 ± 6.66 

63.8 ± 13.9 

0.0188 ± 0.001 

28.89 ± 2.07 

60.1 ± 4.3 
0.0019 ± 0.0007 

38.89 ± 2.23 

80.9 ± 4.6 

0.0019 ± 0.005 

Mistake (%) 
SV (#) 
Time (s) 

Sonar 

20.58 ± 2.32 

1097.0 ± 77.1 

0.1694 ± 0.0249 

26.78 ± 4.05 

208.0 ± 0.0 

0.0587 ± 0.006 

23.75 ± 8.47 

49.4 ± 17.5 

0.0246 ± 0.0021 

23.99 ± 3.00 

49.9 ± 6.2 

0.0023 ± 0.0001 

42.12 ± 77 

87.6 ± 3.7 

0.0026 ± 0/0002 

Mistake (%) 
SV (#) 
Time (s) 

Sonar data 
with 

decline 
dimensions 

 
Table 2. Comparison of various OMKC methods with each others. 

OMKC(S,S) OMKC(S,D) OMKC(D,S) OMKC(D,D) OM-2 Metrics Data 
25.65 ± 1.59 

366.6 ± 159.6 

0.0944 ± 0.004 

24.83 ± 2.1 

728.1 ± 28.5 

0.1287 ± 0.005 

25.96 ± 1.88 

139.1 ± 75.5 

0.1252 ± 0.004 

24.74 ± 1.84 

1136 ± 38.6 

0.1321 ± 0.003 

27.84 ± 1.84 

63.3 ± 4.4 

0.0335 ± 0.001 

Mistake (%) 
SV (#) 
Time (s) 

Sonar 

20.05 ± 2.51 

329.7 ± 76.4 

0.0809 ± 0.0028 

21.39 ± 2.25 

57.60 ± 37.0 

0.1673 ± 0.0253 

20.58 ± 2.07 

117.8 ± 62.3 

0.1603 ± 0.0184 

20.58 ± 2.32 

1097.0 ± 77.1 

0.1694 ± 0.0249 

26.78 ± 4.05 

208.0 ± 0.0 

0.0587 ± 0.006 

Mistake (%) 
SV (#) 
Time (s) 

Sonar data 
with 

decline 
dimensions 
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5. Conclusion 

In this paper, OMKC algorithm is used for distinguishing between actual targets 
detected by sonar system and clutter. This method increases the classification accuracy 
of the detected targets by inceasing the data dimension using various kernels. Using 
these kernels and data with high dimensions results in various redundancies which in 
turn reduces the networks performance. To solve the problem, GA and SMs are used as 
a preprocessing method. It is observed that in this case the classification accuracy of the 
eight mentioned algorithms are improved and the number of support vectors which is a 
metric of measuring the networks complexity is reduced. Also the processing time is 
slightly improved in OMKC algorithms and remained almost the same for others. 
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