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Abstract 
Background and Aim: The hearing loss and 

acoustic feedback signal in the binaural hearing 

aids may annoy users, make speech reorgani-

zation difficult, and affect the sound quality. 

This paper presents a new method for acoustic 

feedback suppression in binaural hearing aids, 

based on the combination of binaural informa-

tion and blind source separation. This method 

can enhance sound from the specific direction of 

the user and cancels acoustic feedback signal so 

that the user can hear clearly. 

Methods: In the proposed method, the binaural 

information (interaural time differences (ITDs) 

and interaural level differences (ILDs)) was 

generated using computational auditory scene 

analysis (CASA). In addition, we used underde-

termined blind source separation (BSS) for the 

automatic classification of the time-frequency 

(T-F) units of the speech mixture spectrogram. 

The system performance was evaluated using  

32 acoustic English speech mixtures. The sound 

quality was assessed using 19 normal-hearing 

listeners of both genders. 

Results: The system achieved a good acoustic 

feedback suppression performance by giving a 

higher signal to noise ratio and 18.07 dB on 

average for the signal-to-feedback ratio. In 

addition, the sound after processing had a high 

quality according to the subjective assessment. 

Conclusion: Our system allowed the user to 

increase the gain of the hearing aid without 

affecting the sound quality. 

Keywords: Source separation; computational 

auditory scene analysis; acoustic feedback; 

hearing aids 

 

Introduction 

Many people with hearing loss use binaural 

hearing aids to keep the directional selectivity of 

the auditory system and to compensate the bin-

aural imbalance. The advantages of binaural 

hearing aids are its effectiveness on increasing 

the binaural sound pressure and improving the 

binaural speech-to-noise ratio [1,2]. The perfor-

mance of binaural hearing aids decreases when 

acoustic feedback from the receiver (earphone) 

to sensor (microphone on hearing aid) occurs 

due to the violation of Nyquist stability criterion 

(a graphical technique for determining the stabi-

lity of a dynamical system) at one or more fre-

quencies. This phenomenon is known as how-

ling or squealing of aids. It limits the maximum 

gain, affects speech understanding and acoustic 

comfort, and may cause inability to hear espe-

cially when the gain of the hearing aid is increa-

sed [2-5]. Therefore, it is important to separate 

acoustic feedback from a speech signal prior to 

further processing. 

Researchers have used the adaptive feedback 

canceller (AFC) to solve the howling problem 

[4,6,7]. Aforementioned method cancels the 
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feedback components by the use of an adaptive 

procedure which estimates the feedback path. 

The coefficients of the adaptive filter are upda-

ted at the same time when the speech signal is 

delivered to the user so the feedback loop cau-

ses some correlations between the input speech 

and the feedback signal. As a result, the adap-

tive filter has a bias problem; this bias severely 

limits the performance of the feedback cancell-

ation system and reduces the speech quality. 

However, the bias problem is still an issue in 

spite of different proposed solutions [6,8]. 

Because the howling on hearing aids occurs at 

the specific frequency or frequencies for each  

of channels separately, the binaural information 

can be used to segregate the speech signal 

which must be emphasized from the feedback 

components causing howling on the assumption 

that the frequencies to be howled for each cha-

nnel are not the same at a time. Based on this 

idea, this paper presents a new method for acou-

stic feedback suppression in binaural hearing 

aids by using the combination of binaural infor-

mation and blind source separation. In the pro-

posed system, at first, we generate the binaural 

information (interaural time differences (ITDs) 

and interaural level differences (ILDs)) using 

computational auditory scene analysis (CASA) 

that is inspired by the human auditory system 

[9,10]. Then, for each source, we compute the 

probability density functions (PDFs) of time-

frequency (T-F) units by modeling the binaural 

feature space using Gaussian mixture model. 

After that, we use underdetermined blind source 

separation (BSS), which is a promising app-

roach to deal with multiple overlapping sources, 

by only considering T-F units that are believed 

to be dominated by the target [11,12]. An imp-

ortant advantage of this approach is that the 

number of sources can be equal to or exceed the 

number of microphones, which are usually four 

in binaural hearing aids. 

 

Methods 

We can estimate the direction-of-arrival (DOA) 

of sound based on ITD and ILD. ITD is defined 

for the frequency range around 1500 Hz or less 

and ILD for the frequency range around 1000 

Hz or above. It should be note that estimation 

on overlapped frequency range depends on both 

ITD and ILD. 

Based on ITD and ILD information, we can sep-

arate the concurrent speeches with difference 

DOAs and concentrate the specific speech even 

if the surrounding noise is loud. 

In this paper, we proposed a new method for 

acoustic feedback suppression in binaural hear-

ing aids, based on the combination of binaural 

information (ITD, ILD) and blind source separa-

tion. The proposed method performed speech 

separation without using pre-trained speaker 

models; instead, it used the binaural information 

that was independent of the signal structure and 

available from a mixture signal. In addition, it 

did not need a voice-activity detector; thus, it 

was capable to restore original sources through 

the information available from microphones 

only. The proposed system is shown in Fig. 1 

Fig. 1. The block diagram of proposed system for feedback suppression in binaural hearing aids. 
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where the acoustical and possibly mechanical 

feedback is illustrated by rounded arrows from 

loudspeakers to microphones. The proposed 

system for acoustic feedback suppression is 

constructed with two major parts as follows: 1) 

binaural feature extraction (ITD and ILD), and 

2) signal segregation based on the binaural 

information. 

 

Binaural feature extraction (ITD and ILD) 

Assumption based on an assumption, the binau-

ral signals of each microphone in the binaural 

hearing aids consist of speech and feedback sig-

nals. 

We generated the binaural information based on 

CASA, which used binaural front-end analysis 

to simulate the processing of the human audi-

tory system. 

 
Binaural front-end analysis 

The both input binaural signals, left and right 

mixture, observed by microphones attached to 

hearing aids were sampled at a rate of 16 kHz, 

then split into auditory channels using a bank of 

Q=128 gammatone filters that cover the range 

of 50 to 8000 Hz because the sampling rate is 

set to 16 kHz. The processing of the inner hair 

cells is simulated by half-wave rectification and 

square-root compression [9]. The resulting bin-

aural auditory signals of the left and the right  th 

gammatone channel are represented by (    and 

(   , respectively. 

Interaural time and level differences were inde-

pendently estimated for each auditory channel 

using overlapping frames of 20 ms with a 10 ms 

shift to capture rapid changes of the feedback 

signal. 

 
Estimating of interaural time differences (ITD) 

The time difference between the binaural audi-

tory signals in the  th gammatone channel is est-

imated using the normalized cross-correlation 

function (Ri(t,τ)),which is defined in equation 

(1) [13]. 

(1) Ri(t,τ) = 
∑   ̅

   
                ̅            

√∑   ̅
 
             

   √∑   ̅
                

   

 

Where: 

i=1, …, 128 channels. 

τ: time lag. 

t: frame number. 

   ̅(, )  ̅(: denote the mean values of the left and 

right auditory signals. 

The mean values of the left and right auditory 

signals were estimated over the frame number 

by finding the peak value of Ri(t,τ) through 

equation (2) to obtain the time lag Ci(t) corr-

esponding to the estimation of ITD. 

(2) Ci(t) = arg max Ri(t,τ) 

In order to increase the ITD accuracy while 

keeping the computational complexity mode-

rate, we applied exponential interpolation, as 

defined in equation (3). 

(3)       
                                 

       (       )                                      
 

The maximum  th corresponds to the estimated 

ITD (as in samples) that was obtained by equ-

ation (4): 

(4) ITDi(t) = (Ci(t)+       /Fs 

Where: 

ITDi(t): The ITD information. 

Ci(t): The real part of estimated ITD. 

       The imaginary part of estimated ITD. 

Fs: sampling frequency. 

 
Estimating of interaural level differences (ILD) 

The ILD was estimated by comparing the 

energy integrated across the time interval W 

between the left and right binaural signals. The 

ILD information in the  th gammatone channel 

expressed in dB was obtained by equation (5). 

(5) ILDi(t) = 20 log10{
∑   

              
   

∑   
              

   

} 

A sound source positioned at the left hand side 

would result in a negative ILD, whereas a pos-

itive ILD would be caused by a source latera-

lized to the right hand side. 

 
Binaural information for sound source 

According to the probabilistic nature of the 

binaural information, Gaussian mixture models 

(GMMs) modeled a combination of ITDs and 

ILDs as the binaural feature space by equation 

(6): 
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(6) P(x\λi) = ∑       (   
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Where: 

( ): denotes the observed signal. 

(λ): denotes the specific direction of speech 

source. 

(μ,  ): denotes the mean and covariance matrix 

of the qth Gaussian component of the mixture 

model. ( ): denotes the mixture weight 

(probability) of the qth distribution. 

The qth component density is represented by: 

(7)          
 

√      | |
   ( 

 

 
   μ        μ ) 

Where: (  <x<       >0,     >0,  ∑       
 
    

 

Signal segregation based on binaural infor-

mation 

The Gaussian mixture model parameters and the 

assigned regions of the time-frequency (T-F) 

units were refined iteratively using the Exp-

ectation-Maximization (EM) algorithm [12,14]. 

A maximum likelihood estimator (MLE) was 

applied to determine the localization of T-F 

units and estimate posterior probabilities of the 

dominant Gaussian to detect the target speech 

from the binaural signal. Then, the mask was set 

to the posterior probabilities of the dominant 

Gaussian components as follow: 

(8) Mi(t,f) = p(x\λ) 

The spatial image estimate of the nth signal 

received at the mth sensor was then obtained 

through the application of mask Mn to the mth 

observation as shown in equation (9): 

       ̂(t,f) = Mi(t,f) . Xm(t,f) 

Finally, the estimated source images were reco-

nstructed in the time-domain by Inverse Short 

Time Fourier Transformation (ISTFT) to obtain 

the estimates and individual frequency compo-

nents of the recovered signal. 

 
Evaluation of the performance of the proposed 

system 

To evaluate the performance of the proposed 

system, we generated 32 binaural mixtures con-

sisting of real speech and feedback signals und-

er four different gain conditions. In all cases, a 

real speech source was randomly selected from 

TIMIT database as given in Table 1 with the 

length of approximately 2 seconds and from 

both genders (4 male and 4 female) [15]. 

The acoustic feedback signal is a real speech 

filtered by the impulse response of the measured 

feedback path, shown in Fig. 2, and then amp-

lified by different gains from 20 dB to 80 dB to 

get 32 binaural mixtures of target speech and 

feedback. 

Our system was implemented in MATLAB  

and the experiments were run on an Intel  

Core 2 Duo (2.00 GHz) processor with 2 GB 

RAM. The quality of the separated signals was 

Table 1. Descriptions of TIMIT database [15] 

 

Speaker ID Utterance 

FS1 "What movies have you seen recently" 

FS4 "Only the best players enjoy popularity" 

FS6 "Development requires a long-term approach" 

FS8 "Change involves the displacement of form" 

MS2 "Singapore is a fine place" 

MS5 "Our aim must be to learn as much as to teach" 

MS10 "Most assuredly ideas are invaluable" 

MS11 "False ideas surfeit another sector of our life" 

MS; male speaker, FS; female speaker 
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measured by calculating the signal to noise ratio 

(SNR) using equation (10) and also the impro-

vement of the signal-to-feedback ratio (SFR) 

[16,17]. 

(10) SNR = 10 log  
‖       ‖

 

‖                 
‖

  

To measure the improvements in the SFR, we 

calculated measured SFR before applying our 

method using equation (11) and after applying 

the method using equation (12) and then, SFR 

improvements were quantified through equation 

(13). 

(11) SFR-before = 10 log  
     

     
 

(12) SFR-after = 10 log  
     

      ̂ 
 

(13) SFR improvement = SFR (after) - SFR (before) 

A subjective test was conducted using head-

phone on 19 normal hearing listeners of both 

genders (11 male and 8 female subjects) with a 

mean age of 5.8±0.6 years for children and 

44.8±13 years for adults. The listener’s normal 

Peripheral hearing was ensured through scree-

ning. Our assumption was that if the sound 

distortion is acceptable for normal hearing peo-

ple, then it will also be acceptable for hearing 

impaired people. At the beginning of each test, 

the laptop and headphone sound volume was 

controlled to ensure a comfortable hearing. 

Then, test subjects rated each test signal on a 

sound quality scale [18], called the mean opi-

nion scores (MOSs) in the range 1−5, as given 

in Table 2. 

The paired samples t-test was then performed to 

compare the signal-to-feedback ratio before and 

after applying our proposed system. In addition, 

the ANOVA was performed to compare sound 

quality by different gains after applying our 

method. The obtained data were analyzed using 

SPSS 19. 

 

Results 
The proposed system was implemented in 

MATLAB with four different gain conditions 

(20, 40, 60, and 80 dB) using 32 binaural mix-

tures consisting of speech and feedback sources 

to measure the quality of the separated signals. 

The results are shown as follows: 

 

Quality of the separated signals 

In Fig. 3, we showed the quality of the separated 

target speech in terms of the SNR for eight 

target speech signals under each of the four 

different gain conditions. 

As one would expect, our method was able  

to achieve much larger SNR for mixtures with 

speech and feedback sources for all four diffe-

rent gain conditions because it was able to dis-

criminate between speech and feedback signal 

by binaural information, which was independent 

of signal structure. 

In Fig. 4, we also showed the quality of the 

 

Fig. 2. The impulse response of the measured 

feedback path. 

Table 2. Descriptions of mean opinion 

scores (MOSs) 

 

MOS Quality Description of Impairment 

5 Excellent Imperceptible 

4 Good Perceptible but not annoying 

3 Fair Slightly annoying 

2 Poor Annoying 

1 Bad Very annoying 

The scores are adopted from Viswanathan and 

Wiswanathan [18] 
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separated feedback signal in terms of SFR impr-

ovement for 32 binaural mixtures consisting of 

speech and feedback sources for each of the 

four different gain conditions. 

The proposed system also achieved higher SFR 

for mixtures with speech and feedback sources 

under all four different gain conditions. 

The results of the paired samples t-test in Table 

3 showed statistically significant differences 

between the quality of sound in the change of 

the SFR before and after applying our method 

for each of the four different gain conditions 

(p<0.05). 

 

Subjective test for the separated sound quality 

The separated target speech quality was also 

assessed by subjective test on (19) normal liste-

ners of both genders using MOSs. We generated 

20 binaural mixtures consisting of speech and 

feedback sources for four different gain condi-

tions. 

The ANOVA showed no significant difference 

between MOSs obtained in any of the four subt-

ests (p>0.05) and our proposed method achieved 

a high sound quality in the subjective test res-

ults. This finding illustrated that increasing gain 

of the hearing aid does not have any effect on 

sound quality because ILD contribution reduces 

at higher gain and thus the mixing vectors pro-

vide more distinct information without any eff-

ect on the results. 

 

Discussion 

According to Figures 3 and 4, the speech in 

noise (SNR) and signal-to-feedback ratio (SFR), 

in sequence, were the largest at the lower gain 

values where the feedback signal was not high 

in the mixture. As gain increases, the feedback 

signal of the mixture increases; as a result, the 

SNR and SFR improvements decrease although 

they are still high and acceptable. 

The adaptive algorithm proposed in [4] was 

capable of achieving improvements on average 

in SNR and SFR due to the combination of a 

beamformer and feedback canceller with dual 

microphones, but the system has not been asse-

ssed well under different gain conditions and the 

feedback and noise canceller updated their coe-

fficients only when instability was detected. 

The adaptive system proposed in Lombard et al. 

[6] achieved good signal enhancement and a 

new stability condition was adapted to the con-

sidered binaural scenario by combining adaptive 

feedback cancellation (AFC) and adaptive bin-

aural filtering (BAF), but a steady-state analysis 

showed that the AFC suffered from a bias in its 

optimum (Wiener) solution. This bias, similar to 

the unilateral case, was due to the correlation 

between feedback and external source signals. 
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The correlation between feedback and external 

source signals caused a bias of the BAF solu-

tion, but contrary to the bias encountered by the 

AFC, the BAF bias increased with increasing 

hearing aid amplification levels. 

We can see that the performance of the pro-

posed method was consistently better than the 

adaptive algorithm on the basis of SNR and 

SFR. It achieved higher SNR and higher SFR 

(18.07 dB) on average compared to the SNR 

and SFR (14.43 dB) of the feedback canceller in 

the adaptive algorithm [4]. Therefore, it achie-

ved advances in terms of SFR on average 3.64 

dB in comparison with the adaptive algorithm. 

In addition, the proposed method performed fee-

dback suppression without using training mode 

or voice-activity detector; thus, it restored orig-

inal speech through the information available 

from microphones only. 

Our system achieved a good acoustic feedback 

suppression performance in comparison with 

other studies in which AFC was used [4,6] and 

allowed the user to increase the gain of the hear-

ing aid without affecting the sound quality. The 

theoretical findings and the validity of the pro-

posed system suggest the visibility of practical 

testing on binaural hearing aid users. It provided 

significant improvements to existing feedback 

canceller system in binaural hearing aids. 

 

Conclusion 

In binaural hearing aids, the adaptive feedback 

canceller causes signal correlations between the 

input speech signal and the feedback signal due 

to a closed loop. These correlations result in a 

biased estimate of the feedback path; thus, this 

paper proposed a new method for improving 

acoustic feedback suppression using binaural 

information and blind source separation. This  

is achieved by combining ITDs and ILDs for 

sound source segregation and unsupervised lear-

ning classification to select source positions 

from a set of candidate positions that are most 

likely speech sources. Evaluation of the prop-

osed system indicated that our system improved 

acoustic feedback suppression using binaural 

information and unsupervised learning and it 

achieved high separated sound quality to supp-

ort binaural hearing aid users and allowed them 

to increase the gain of the hearing aid without 

affecting the sound quality. 
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