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Computational Simulation of Two-dimensional Turbulent Film 
Cooling, Using LES Approach and Considering Density Ratio Effects  

 
M. Ramezanizadeh1, a, M.H. Saidi2,a, and M. Taeibi-Rahni3,a,b 

 a-Mech. Eng. Dep’t.                             b-Aerospace Eng. Dep’t. 
Sharif University of Technology 

ABSTRACT 
Film cooling of a two-dimensional flat plate at different jet to cross flow velocity ratios (R) is simulated at the jet 
Reynolds number of 4700, using large eddy simulation (LES) approach. Our computational methodology 
includes the use of finite volume method, applying the unsteady SIMPLE algorithm and a multi-block and non-
uniform staggered grid. The governing equations have been discretized applying the Power-Law scheme for the 
spatial terms and the Crank-Nicolson scheme for the temporal terms. Two solution approaches are discussed 
here, namely:1-neglecting and 2-considering density ratio effects. The results showed that the density ratio has 
significant effects on the flow structures, namely on the penetration, the expansion, and the reattachment point of 
the vortical regions. Therefore, it changes the temperature distribution and the film cooling effectiveness, and 
thus, it should not be easily neglected. 
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اي آشفته دو بعدي، با استفاده شبيه سازي عددي خنك كاري لايه

 چگالينسبتو با در نظر گرفتن اثر LESاز رهيافت 
a, b,3 محمد طيبي رهني,2a محمدحسن سعيدي,1a مهدي رمضاني زاده

a-دانشكده مهندسي مكانيكb-ه  وافضادانشكده مهندسي

 دانشگاه صنعتي شريف

 چكيده
، با اسـتفاده از روش شـبيه 4700در اين تحقيق، خنك كاري لايه اي صفحه تخت دوبعدي در نسبت سرعت هاي مختلف در عدد رينولدز

و شـبكه چنـد روش عددي بكار رفته شامل روش حجم محدود، الگوريتم غيـر دائـم. سازي گردابه هاي بزرگ مطالعه شده است  سـيمپل
و روش كرانك. بلوكي غير يكنواخت جابجا شده مي باشد  نيكلسون-معادلات حاكم با استفاده از روش قانون تواني براي عبارت هاي مكاني

و در نظر گرفتن اثرات نسبت چگالي به كـار گرفتـه. براي عبارت هاي زماني گسسته سازي شده اند  دو رهيافت حل، شامل صرفنظر كردن
و نقطـه تمـاس. شده است نتايج حاصل نشان مي دهد كه تغييرات نسبت چگالي اثرات مهمي بر ساختارهاي جريان، شامل نفوذ، انبـساط

و اثربخشي خنك كاري لايه اي را تغيير مي دهد  لـذا، اثـرات نـسبت چگـالي بـه راحتـي قابـل. مجدد نواحي چرخشي دارد كه توزيع دما
.صرفنظر كردن نمي باشند
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Numenclature  

SC Smagorinsky Subgrid Scale 
Stress 
 Model Coefficient 

D Jet hydraulic Diameter 
l Characteristic Length Scale 
P Pressure 
Pr Molecular Prandtl Number 

tPr Turbulent Prandtl Number 

iq Subgrid Scale Heat Flux 

( )~~( TuTu ii −≡ ρ )
R Jet to Cross Flow Velocity Ratio 

Re Reynolds Number 
S

ijS
Sutherland Parameter 
( refT/4.110≡ )
Resolved Strain Rate Tensor 
( ( ) 2ijji xuxu ∂∂+∂∂≡ )

t Time 
T Temperature 

refT Reference Temperature 

awT Adiabatic Wall Temperature 

vu, Velocity Components in the X- 
and Y-Directions, Respectively 

iu Velocity Components in ix
Directions 

iu Resolved Velocity Components 
in ix Directions 

zyx ,, Cartesian Coordinates 

ix Tensor Coordinates, i=1 or 2 for 
X or Y. 

 
Abbreviations 

∞ Farfield or Infinity 
sgs Subgrid Scale 
kji ,, Directions 

jet Directions 
 

1. INTRODUCTION 
One of the most powerful means of achieving higher 
thermal efficiency in gas turbines is increasing the 
turbine inlet temperature, provided that the turbine 
blades stay beyond its limiting temperature. To 
conform this, turbine blades should be cooled 
efficiently. Several cooling mechanisms are proposed 
for cooling the turbine blades, namely, impingement 
cooling of leading edge, convective internal cooling, 
aspiration cooling, and film cooling. Among these, 
film cooling is known to be the most efficient 
mechanism. 
 

Greek Symbols 

∆ Grid Size  

∆ Filter Width 

t∆ Time Step 
α Kolmogorov Constant 

tα Subgrid Scale Eddy 
Diffusivity 

ijδ Kronecker’s Delta 

adη Adiabatic Film Cooling 
Effectiveness 

µ Molecular Viscosity 

tυ Smagorinsky Turbulent 
Viscosity 

ρ Density 

ijσ Viscous Stress Tensor 

ijτ Subgrid Stress Tensor at the 
Grid Filter Level 

t∂ Time Derivative 

i∂ Spatial Derivatives in the 

ix Directions 

ω−k Turbulence Model 

Subscripts 
DNS Direct Numerical 

Simulation 
LES  Large Eddy Simulation 
RMS Root Mean Square 
SGS  Subgrid Stress 
SST  Shear-Stress Transport 

 
Other Operators  

¯ Filtered Parameter  
>< Spatial Averaging 

 
In film cooling, cold air is bled from the 

compressor, canalized into the internal chambers of 
the cooling blades, and discharged through a series of 
small holes inclined to the surface. This air provides 
a thin, cold, and insulating blanket along the external 
surface of the turbine blade. The task of the blade 
designer is to achieve optimum cooling by a 
minimum amount of cooling air used and satisfying 
blade stress criteria. 

So far, in comparison to unit density ratio, not 
many researchers have investigated the effects of 
density ratio for such flow computationally. 
Theodoris et al. [1] studied film cooling injection of 
coolant air from a showerhead injection system at the 
leading edge of a high-pressure turbine blade, using a 
fully implicit three-dimensional finite-volume 
method on multi-block grid. They compared their 
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computational results for velocity and pressure fields 
and turbulence intensity with the experimental results 
of Ardey [2] for blowing ratio of 0.0, 0.7, and 1.1. 
Theodoris et al. reported that the standard k-ε
turbulence model with wall function is capable of 
capturing the major details of the flow field including 
the injection-induced secondary flow vortices, 
particularly on the suction side as well. But, on the 
pressure side, the lateral jet spreading is under-
predicted somewhat together with an exaggeration of 
the near-wall sink-wall vortices. On this side, with 
convex walls, where turbulence anisotropy is 
appreciable (based on the experiments), fairly better 
predictions were obtained with anisotropy correction 
of Bergeles et al. [3] promoting the Reynolds stress 
in the lateral direction. The correction proposed by 
Bergeles et al. [3] has no beneficial effect on the 
suction side with concave walls where the turbulence 
anisotropy was observed to be much smaller. 
 Lin and Shih [4] studied the three-dimensional 
flow and heat transfer about a semi-cylindrical 
leading edge with a flat after-body that is cooled by 
film-cooling jets, injected from a plenum through 
three staggered rows of compound-angle holes. They 
used the ω−k shear-stress transport (SST) 
turbulence model. Comparison of their results with 
experimental data showed that the normal spreading 
is under-predicted from 20 to 50 percent, the lateral 
spreading is over-predicted above the surface, but 
under-predicted on the surface, and the laterally 
averaged surface effectiveness was well predicted. 
They concluded that these errors could be attributed 
to the isotropic turbulence model used, which can not 
account for the Reynolds stress redistribution, as 
eddies flatten and approach the wall. 
 Azzi and Lakehal [5] studied two classes of 
turbulent models namely anisotropic eddy-
viscosity/diffusivity models and explicit algebraic 
stress models, with respect to their predictive 
performance in reproducing near-wall flow physics 
and heat transfer on a flat plate by a row of stream-
wise injected jets. They reported that comparison of 
the obtained results of wall temperature distributions 
with the experimental one shows that only the 
anisotropic eddy-viscosity/diffusivity model can 
correctly predict the span-wise spreading of the 
temperature field and reduce the strength of the 
secondary vortices. Also, the wall-cooling 
effectiveness was found to essentially depend on 
these two particular flow features. It should be noted 

that various quadratic and cubic explicit algebraic 
stress models were used in their calculations.  
 Roy et al. [6] performed a flat plate film cooling 
analysis using a Spalart-Allamaras based detached 
eddy simulation.  Their numerical model included an 
unstructured grid system to resolve the dynamic flow 
structures on both sides of the plate as well as inside 
the hole itself. They obtained detailed computation of 
a single row of 35 degree round holes on a flat plate 
for blowing and density ratio of unity and two, 
respectively. They noted that their approach, which 
makes no assumption of isotropy downstream of the 
holes, greatly enhances the realistic description of the 
dynamic mixing processes. 
 The present authors have investigated this 
problem from other perspectives, namely, 
Ramezanizadeh [7] investigated large eddy 
simulation of film cooling in a turbulent flow over a 
flat plate. Ramezanizadeh and Taeibi-Rahni [8] 
studied large eddy simulation of multiple jets in a 
cross flow using Smagorinsky model. Keimasi and 
Taeibi-Rahni [9] performed numerical simulation of 
jets in a cross flow, using different turbulence 
models. Ramezanizadeh and Taeibi-Rahni [10] 
studied large eddy simulation of a two-dimensional 
flat plate film cooling. Finally, Ramezanizadeh et al. 
[11] investigated large eddy simulation of density 
ratio effects on two-dimensional film cooling.  
 In our previous works, the density variation due 
to temperature difference between jet and the cross 
flow has not been considered. While, in real film 
cooling phenomenon, jet and mainstream 
temperatures and densities are not the same. 
Therefore, in this research, effects of both jet to cross 
flow velocity and density ratios on different flow 
variables, especially on film cooling effectiveness, 
are investigated, using LES approach. 
 There are several parameters which affect the 
film cooling flow behaviors namely, velocity ratio, 
density ratio, temperature ratio, jet cross section 
configuration, injection angle, jets spacing in the 
span-wise direction, and …. In this research, only the 
effects of velocity and density ratios are investigated 
and the other parameters are neglected to simplify the 
problem geometry. Also, in order to compare the 
obtained results with the experimental data of 
Ajersch et al., square cross section jets inclined 
normally into a crossflow are considered. 
 
2. GOVERNING EQUATIONS 
The temperature difference between the cooling air 
and the mainstream hot gas causes considerable 
density variations, especially near the jet exit. Since 
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the flow Mach number is assumed to be less than 0.3, 
incompressible flow is suggested. The assumption of 
compressible Navier-Stokes equations to simulate the 
proposed problem causes the number of iterations 
needed for the code to converge be excessively high. 
Therefore, in order to account for the density 
variations, the fluid density is computed using a 
scalar transport equation along with the momentum 
and the energy equations. These equations are solved 
using a pressure based algorithm. Thus, the LES 
governing equations are as follows, [12]: 
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where,  
)3/2( ijkkjiijij uuu δµσ ∂−∂+∂= . (2) 

The effects of the small scales are present through the 
SGS stress tensor and the SGS heat flux, 
respectively, as: 

)( jijiij uuuu −=τ , (3) 

),( TuTuq iii −= (4) 
which require modeling. The large-scale molecular 
viscosity, µ , is assumed to obey Sutherland’s law 
[12 and 13], i.e., 

,12
3

ST
ST

+
+=

∞µ
µ

(5) 

with a Sutherland parameter of ./4.110 refTS = It 
should also be noted that the above equations govern 
the evolution of the large energy-carrying scales of 
motion and the effects of the SGS stress tensor and 
the SGS heat flux should be modeled.  
 
3. SUBGRID SCALE MODEL  
The most widely used model in LES approach was 
suggested by Smagorinsky in 1963. This model 
which was later named as Smagorinsky model is 
based on Boussinesq’s approximation, in which the 
anisotropic part of the SGS stress tensor is related to 
the strain rate tensor of the resolved fields through an 
eddy-viscosity coefficient [14], i.e., 

,2
3 ijtkk
ij

ij Sντ
δ

τ −=− (6)  

where, tν is the eddy viscosity. This quantity is 
computed from the resolved strain rate tensor 
magnitude and a characteristic length scale as: 

,2 SCSl st ∆==ν (7) 

where, l is a characteristic length scale and is 
assumed to be proportional to the filter width (∆ )
and Smagorinsky coefficient, sC . Note that S , is 

the magnitude of the resolved strain rate tensor, 
which is defined as: 

2/1)2( ijij SSS = , (8)  

and, 
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The, the SGS heat flux is related to the resolved 
temperature field through SGS eddy diffusivity [15 
and 16], i.e., 

,
i

ti x
Tq
∂
∂

−= α (10) 

and the SGS eddy diffusivity is defined as: 

.
Prt
t

t
να = (11) 

Note that the Smagorinsky coefficient, SC , has a 
range of 0.1 to 0.25 and 5.0Pr =t [15].  
 Lilly [13] showed that under idealized 
conditions, the Smagorinsky model is consistent with 
an infinitely extended inertial subrange. Conducting 
analysis only for an infinitely extended inertial 
subrange and a cut-off filter, he derived that: 

4/3)
3
2(1
απ

=SC . (12) 

Refined theoretical studies for more realistic spectra 
and other filter functions have not revealed a 
considerable sensitivity of the value of the 
Smagorinsky constant. Assuming a Kolmogorov 
constant of 5.1=α , one may find 17.0≈SC . It 
should be noted that, in the present work, the 
Smagorinsky constant is assumed to be 0.17. 

4. NUMERICAL METHODOLOGY 
The present computational methodology includes a 
finite volume method, using SIMPLE algorithm, 
employing a multi-block and non-uniform staggered 
grid. It should be noted that in the interface of the 
two blocks of crossflow and jet flow, the grid points 
are located exactly in the same locations. A power-
law differencing scheme is used for the convective 
and diffusive terms and the Crank-Nicolson scheme 
is applied for the time discretization. It should be 
noted that the computational domain and its 
boundary conditions are selected based on the 
experimental and computational work of Ajersch et 
al. [17], which is used as one of our benchmarks. 
However, our investigations are performed in a two-
dimensional domain, considering jet to cross flow 
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temperature and density ratios effects, while they had 
assumed no differences between jet and cross flow 
temperatures and densities. A 1/7 power law velocity 
profile is considered at the cross flow inlet, where 
uniform flow at the jet inlet is used. Also, uniform 
time step of t∆ = 0.01 is considered for time 
marching to t = 70 second. Note that we have used 
the time averages of the results for the present work 
for our investigations. 
 
4.1. CODE DEVELOPMENT and 
BENCHMARKING 
Considering the above computational methodologies, 
here, three versions of LES code have been 
developed for the simulations, namely 2-D and 3-D 
both incompressible and 2-D compressible versions. 
Primarily, the 2-D incompressible version of the code 
was developed which was applied to study the first 
case, i.e., neglecting the density variation in film 
cooling. Then, the code was upgraded, adding the 
capabilities to simulate the density variation effects. 
Later on, the 2-D incompressible version of the code 
was extended to 3-D. 
 Benchmarking was pursued considering three 
different cases, namely two- and three-dimensional 
cavity flow and three-dimensional multiple jets in a 
cross flow, using 2- and 3-D versions of the 
developed code. First, 2-D incompressible flow in a 
square Cavity at Re=1000 was simulated and the 
results were compared with the bench mark (DNS) 
results of Ghia and Ghia [18]. More details in this 
regard can be found in Ramezanizadeh [7]. 
 Second, time-dependent incompressible flow in a 
3-D cavity was simulated at two different Reynolds 
numbers including 3,200 and 10,000. Time-averaged 
profiles of mean velocities, root-mean-square (RMS) 
velocities and Reynolds stresses were computed at 
the centerlines of the cavity and were compared with 
the experimental data of Prasad and Koseff [19]. The 
obtained results show good agreements with the 
experimental ones. More details of the 
aforementioned investigation can be found in Taeibi-
Rahni and Ramezanizadeh [20]. 
 Third, 3-D incompressible multiple jets in a 
cross flow at three different velocity ratios, including 
0.5, 1.0 and 1.5, were simulated at Re=4700. The 
mean velocity profiles at different X-positions after 
the jet exit at Z=0.0 plane were compared with the 
experimental measurements and the computational 
results of ε−k turbulence modeling of Ajersch et 
al. [17]. The LES results  

showed much better agreements with the 
experimental measurements of Ajersch et al. [17], in 
comparison with their own computational results. 
More details in this regard can be found in 
Ramezanizadeh and Taeibi-Rahni [8]. 

4.2. CONFIGURATION, GRID, and 
BOUNDARY TREATMENTS 
Due to the interactions of the discharged jet and the 
cross flow, the flow in the vicinity of the film-
cooling discharge hole is quite complex. In this work, 
the simulation is performed using three different 
velocity ratios, namely, 0.5, 1.0, and 1.5 and a jet 
Reynolds number of 4700. The jet to cross flow 
temperature ratio is assumed to be 0.5, which results 
the jet to cross flow density ratio of 2.0, having ideal 
gas behavior for both jet and crossflow.  
 The computational domain and its boundary 
conditions are shown in Fig. 1. The coordinate 
system used is Cartesian (X, Y), where X is aligned 
with the cross flow direction and Y is perpendicular 
to the crossflow direction. The origin of the 
coordinate is located on the geometrical center of the 
jet exit to the cross flow.  

 

Fig. 1: Physical and computational domains 
of the 2-D film cooled wall, which are   applied 

for the simulations.
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Table 1: Grid arrangements used for grid resolution study. 
 

Grid Points Min. Grid Spacing Max. Grid Spacing Block Grid 
X Y X Y X Y

First 6 24 0.2 0.2 0.2 0.24 
Second 21 47 0.05 0.05 0.05 0.11936 Jet Flow 
Final 65 161 0.015625 0.015625 0.015625 0.09917 
First 60 90 0.2 0.2 1.856 0.339 

Second 140 180 0.05 0.05 0.926 0.1686 Cross 
Flow Final 560 380 0.015625 0.015625 0.2188 0.1184 

Grid refinement was performed near the solid walls 
of Y-direction for both the crossflow and the jet 
flow blocks. Grid was stretched in the cross flow 
block near the jet exit in X-direction as well. Grid 
resolution study and its error estimation were 
performed applying the Richardson extrapolation 
method. First, flow was simulated considering two 
different grid arrangements for unit density flow at 
R=1.5. Based on the obtained U-velocity profiles at 
different X-positions after the jet exit, minimum 
grid spacing near the solid walls were obtained 
under the Richardson extrapolation method, 
considering error of 310− . Therefore, the final grid 
was constructed for both jet and cross flow blocks. 
Table 1 shows the specifications of these grid 
arrangements. The results of U-velocity profiles are 
shown at different X-positions, namely X=0.0, 5.0, 
and 10.0, in Fig. 2. 

5. RESULTS 
The density ratio effects are investigated in a two-
dimensional film cooled wall, using LES approach. 
Two different cases are investigated. First, the 
problem is solved neglecting the density variation 
due to the temperature difference between the jet 
and the mainstream flows, i.e., any density 
variations are not considered and only the 
temperature difference between the jet and the cross 
flow is considered. Second, the same problem is 
solved considering the density differences between 
the jet and the cross flow. 
 There are several dimensionless parameters 
affecting the characteristics of such flow. Among 
these, jet to cross flow velocity and density ratios 
(R and DR) are studied here. 
 Since the incoming jet flow direction is normal 
to the cross flow at all considered velocity ratios, 
there are two separated regions upstream and 
downstream of the jet exit, where there are some 
vortical motions. At all cases, it was observed that 
the downstream vortical region is unstable and the 
vortices move towards the downstream boundary. 
Motion of this vortical region results the time 
variations of the flow velocity components, 
pressure and temperature. Figure 3 shows the time 
history of the U-velocity profiles at an arbitrary 
point (X=3.0 and Y=1.0) after the jet exit at 

velocity ratio of 0.5 and density ratios of 1.0 and 
2.0.  
 

Fig. 2: U-velocity profiles at different X-
positions, namely X=0.0, 5.0, and 

10.0, applying 
Richardson extrapolation method. 

The time averaged flow streamlines and the 
temperature contours at different velocity ratios, 
namely 0.5, 1.0, and 1.5, are shown in Fig.'s 4, 5, 
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considering the density ratio effects. At the right 
top of the above mentioned streamline Figures, the 
jet exit regions are zoomed to show the flow 
features in that regions. 
 In Fig. 4, the time averaged flow streamlines 
and the temperature contours are shown at R=0.5 
and at DR=1.0 and 2.0. As it was noted before, 
when the jet enters the cross flow, two vortical 
regions are generated upstream and downstream of 
the jet. The downstream vortical region contains 
two vortices, while the upstream region contains 
two vortices at DR=1.0 and one vortex at DR=2.0. 
The streamlines show that by considering density 
variation effects, the maximum penetration of the 
jet flow into the cross flow in Y-direction will be 
decreased nearly 0.4D. Also, the penetration of the 
downstream vortical region in X-direction into the 
cross flow decreases. Therefore, the reattachment 
point of the downstream vortical region moves 
approximately 1.6D in X-direction towards the jet 
exit. On the other hand, considering the density 
ratio variations, result in lower jet flow penetration 
in Y-direction and a smaller downstream vortical 
region. This flow behavior changes the temperature 
distribution, which is shown as temperature 
contours in Fig. 4. That is, considering the density 
ratio variations; result in lower mixing of the cold 
jet flow with the hot crossflow. 
 In Fig. 5, the time averaged flow streamlines 
and the temperature contours are shown for R=1.0 
and for DR=1.0 and 2.0. The downstream vortical 
region contains two vortices, while the upstream 
region contains two vortices at DR=1.0 and one 
vortex at DR=2.0. Note that by increasing the 
velocity ratio, the two vortical regions expand in 
both X- and Y-directions, in comparison with the 
jet flow into the cross flow in Y-direction would 
 be increased nearly 0.3D 
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Fig. 3: The time history of the U-velocity profiles 
at an arbitrary point (X=3.0 and Y=1.0) 

after the jet exit at R=0.5 and DR=1.0 and 2.0 

)a(

)b(

)c(

Fig. 4: The flow streamlines and the temperature 
 contours at R=0.5: (a) and (b) Streamlines and 
(c) and (d) temperature contours at DR=1.0 and 

2.0, respectively 
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Fig. 5: The flow streamlines and the temperature contours at R=1.0: (a) and (b) Streamlines and (c) 
and (d) temperature contours at DR=1.0 and 2.0, respectively. 

Fig. 6: The flow streamlines and the temperature contours at R=1.5: (a) and (b) Streamlines and (c) 
and (d) temperature contours at DR=1.0 and 2.0, respectively. 
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The reattachment point of the downstream vortical 
region moves approximately 2.1D toward the jet 
exit. Also, this flow behavior changes the 
temperature distribution as shown in the 
temperature contours of Fig. 5. That is, the lower 
expansion of the downstream vortical region in the 
X-direction at DR=2.0, results in lower mixing of 
the cold jet flow with the hot crossflow. Therefore, 
it is expected to obtain higher film cooling 
effectiveness by considering the density ratio 
variations at R=1.0. 
 In Fig. 6, the time averaged flow streamlines 
and the temperature contours are shown for R=1.5 
and at DR=1.0 and 2.0. The upstream vortical 
region contains three vortices at DR=1.0 and one 
vortex at DR=2.0, while the downstream vortical 
region contains two vortices at DR=1.0 and three 
vortices at DR=2.0. By increasing the velocity ratio, 
the downstream vortical region expands more in Y-
direction, but its reattachment point in X-direction 
decreases at DR=1.0 and increases at DR=2.0. 
Considering the density ratio variations, the 
streamlines show that these vortical regions expand 
more and penetrate deeper into the cross flow in 
both directions. In contrast to R=0.5 and 1.0, 
another vortex forms in the upstream vortical 
region at DR=1.0 and also at the downstream 
vortical region at DR=2.0. Therefore, by 
considering the density ratio variations, jet flow 
penetration into the cross flow in Y-direction 
increases nearly 1.1D and the reattachment point 
moves approximately 7.7D outward the jet exit in 
X-direction. Again, this flow behavior changes the 
temperature distribution, as shown in the 
temperature contours of the above mentioned 
Figure. That is to say, since the reattachment point 
of the downstream vortical region at DR=1.0 is 
closer to the jet exit, little mixing of the cold jet 
flow with the hot crossflow occurs. However, 
higher penetration of the jet flow in Y-direction 
causes higher mixing of the two flows at DR=2.0. 

Comparing Fig.’s 4, 5, and 6, it is observed that 
penetration of the jet flow into the crossflow in Y-
direction increases by increasing the velocity ratio 
for both cases, which is due to doubling the jet to 
crossflow momentum ratio. Furthermore, the more 
dense flow after the jet exit tends to lay over the 
surface. At each velocity ratio, considering the 
density ratio variations causes higher penetration 
except for R=0.5. The reattachment point locations 
of the separated vortical region after the jet exit for 
DR=1.0 are 7.2D, 13.8D, and 6.35D. The 
corresponding velocity ratios, R, for the above 
mentioned locations are 0.5, 1.0, and 1.5, 
respectively. However, considering the density ratio 
variations, the reattachment point locations are 

5.6D, 6.35D, and 14.1D for R=0.5, 1.0, and 1.5, 
respectively. 
 Figure 7 shows the time averaged turbulent 
kinetic energy profiles at different velocity ratios 
for the case of neglecting density ratio variations at 
different X-locations, namely 0.0, 5.0, 10.0, and 
20.0, after the jet exit. It should be noted that, near 
the jet exit, these profiles show a smooth 
distribution which rise to a peak away from the 
wall. The Y-locations of these peaks increase in 
magnitude with position downstream. Moving away 
from the jet exit in the cross flow direction, at all 
velocity ratios, maximum turbulent kinetic energy 
increases firstly and then decreases and its 
penetration increases at all. By increasing the 
velocity ratio, penetration of the turbulent kinetic 
energy in the cross flow increases and its 
distribution becomes smoother. 
 Figure 8 shows the time averaged turbulent 
kinetic energy profiles at different velocity ratios 
for the case of considering density ratio variations 
at different X-locations, namely 0.0, 5.0, 10.0, and 
20.0, after the jet exit. By increasing the velocity 
ratio and/or moving away from the jet exit in the 
cross flow direction, shape of the turbulent kinetic 
energy and its penetration show the same behavior 
as in the case of neglecting density ratio effects. 
However, by considering the density ratio 
variations, at all velocity ratios, turbulent kinetic 
energy penetration increases and would have higher 
minimum far away from the wall.  
 To investigate the efficiency of film cooling, a 
quantity named “adiabatic film cooling 
effectiveness” is defined as: 

∞

∞
−
−

≡
TT
TT

Jet

aw
awη (13) 

where, awT is the adiabatic wall temperature, 

JetT is the cooling air temperature, and ∞T is the 

cross flow temperature. Note that awη varies 
between zero having no film cooling, and unity, 
being cooled to JetT .

As noted previously, due to the time-dependent 
behavior of the downstream vortical region, the 
temperature distribution after the jet exit varies by 
time at all velocity ratios. Therefore, the film 
cooling effectiveness would be a function of time, 
which was time-averaged to obtain a unique profile 
for each velocity and/or density ratios. 
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Fig. 7: Time averaged turbulent kinetic energy profiles at different velocity ratios for the case of 
neglecting density ratio variations at different X-locations after the jet exit.

Fig. 8: Time averaged turbulent kinetic energy profiles at different velocity ratios for the case of 
considering density ratio variations at different X-locations after the jet exit 
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As noted previously, due to the time-dependent 
behavior of the downstream vortical region, the 
temperature distribution after the jet exit varies by 
time at all velocity ratios. Therefore, the film 
cooling effectiveness would be a function of time, 
which was time-averaged to obtain a unique profile 
for each velocity and/or density ratios. Figure 9
shows the time averaged film cooling effectiveness 
at different velocity ratios for the case of neglecting 
the density ratio variations. By increasing the 
velocity ratio form 0.5 to 1.0 and 1.5, the minimum 
film cooling effectiveness varies from 0.279, to 
0.433 and 0.409, respectively. Also, the space 
averaged film cooling effectiveness over the surface 
after the jet exit at X-direction increases from 0.464 
to 0.525 and 0.540, respectively. 
 

Fig. 9: Time averaged film cooling 
effectiveness at  different velocity ratios for 

DR=1.0. 
 

Figure 10 shows the time averaged film 
cooling effectiveness at different velocity ratios for 
the case of considering the density ratio variations. 
By increasing the velocity ratio form 0.5 to 1.0 and 
1.5, the minimum film cooling effectiveness varies 
from 0.398, to 0.607 and 0.503, respectively. Also, 
the space averaged film cooling effectiveness over 
the surface after the jet exit in X-direction varies 
from 0.645 to 0.689 and 0.569, respectively.  
 It should be noted that maximum film cooling 
effectiveness, physically means that maximum wall 
cooling is achieved by the cooling jet. Ideally, 
maximum film cooling effectiveness could be 
unity, in which, the wall is cooled to the jet 
temperature. However, minimum film cooling 
means that minimum wall cooling is performed by 
the cooling jet. Ideally, minimum film cooling 
effectiveness could be zero, in which, the wall 
temperature is equal to the crossflow temperature 
and no cooling is obtained. The curvature shapes of 

the lines in Figs. 9 and 10 are due to separation 
region after the jet exit and the reattachment point 
of this vortical region.  
 

Fig. 10: Time averaged film cooling effectiveness      
at different velocity ratios for DR=2.0. 

Comparing the film cooling effectiveness 
 
profiles at the same velocity ratio for both density 
ratios, it is observed that considering the density 
ratio variations results in higher film cooling 
effectiveness. Generally, increasing density ratio 
increases the jet to crossflow momentum ratio; 
correspondingly the more dense flow after the jet 
exit tends to lay over the surface. Therefore, better 
film cooling effectiveness is obtained. Lower and 
higher minimum film cooling effectiveness after the 
jet exit is observed at R=0.5 and 1.0 for both 
density ratios, respectively. Therefore, in both 
cases, velocity ratio of 1.0 shows better local film 
cooling effectiveness. However, higher space 
averaged film cooling effectiveness is obtained at 
R=1.5, while neglecting the density ratio variations. 
Considering the density ratio variations, higher 
space averaged film cooling effectiveness is 
obtained at R=1.0. It is concluded that the density 
ratio variations have significant effects on the flow 
characteristics, such as penetration, expansion, and 
reattachment point of the vortical regions. In this 
regard, the temperature distribution and the film 
cooling effectiveness varies, which could not be 
ignored. 
 
6. CONCLUSIONS 
Computational simulation was performed at three 
different velocity ratios, namely, 0.5, 1.0, and 1.5 at 
the jet Reynolds number of 4700 and at DR=1.0 
and 2.0 for the incompressible turbulent flow over a 
two-dimensional flat plate. Our computational 
methodology includes the finite volume method, 
applying unsteady SIMPLE algorithm, and  a multi-
block and non-uniform staggered grid. The jet is 
injected normally into the cross flow. The following 
conclusions  are obtained from our investigations: 
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1. at all considered velocity ratios, there are two 
separation regions upstream and downstream 
of the jet exit. In these regions, there are some 
vortical motions,  

2. penetration of the jet flow into the crossflow in 
Y-direction increases by increasing the velocity 
ratio for both cases. Also, at each velocity 
ratio, increasing the density ratio, causes higher 
penetration except for R=0.5,  

3. increasing the velocity ratio, the location of the 
reattachment point of the separated vortical 
region after the jet exit moves outward the jet 
exit,  

4. increasing the density ratio increases the jet to 
crossflow momentum ratio; correspondingly 
the more dense flow after the jet exit tends to 
lay over the surface. Therefore, better film 
cooling effectiveness is obtained,  

5. in both cases of neglecting and considering the 
density ratio, velocity ratio of 1.0 shows better 
local film cooling effectiveness. However, 
while neglecting the density ratio, higher space 
averaged film cooling effectiveness is obtained 
at R=1.5, and  

6. considering the density ratio, higher space 
averaged film cooling effectiveness is obtained 
at R=1.0.  
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