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Higher Order Moments and Recurrence Relations of
Order Statistics from the Exponentiated Gamma
Distribution

A. I. Shawky and R. A. Bakoban "

King Abdulaziz University

Abstract. Order statistics arising from exponentiated gamma (EG)
distribution are considered. Closed form expressions for the single and
double moments of order statistics are derived. Measures of skewness
and kurtosis of the probability density function of the rth order statistic
for different choices of r, n and f-are presented. Recurrence relations
between single and double moments of rth order statistics are obtained.
Single moment generating. function (MGF) is derived in closed form.
Also, we establish several recurrence relations between single MGF.
Keywords. < Order statistics; recurrence relations; single moments;
double moments; moment generating function; exponentiated gamma
distribution.

1 Introduction

The subject of order statistics has been in process of development for many
years and recently has become increasingly important. Articles relating to
this area have appeared in numerous different publications. Many authors
have studied order statistics; for example, David (1981), Balakrishnan and
Cohen (1991), Arnold et al. (1992) and David and Nagaraja (2003). Mo-
ments of order statistics has been discussed by many authors; for example,
Balakrishnan and Gupta (1998), Basu and Singh (1998) and Ragab (1998).
Further, measures of skewness and kurtosis of the densities of order statistics
from Burr type X distribution were computed by Ragab (1998). Moreover,
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recurrence relations for order statistics has dealt with many authors; for ex-
ample, David (1995), Balakrishnan and Sultan (1998), Balakrishnan and Ag-
garwala (1998) and Balasubramanian and Beg (2004). Also, Ragab (2004)
has established some recurrence relations for moment generating function
(MGF) of order statistics from generalized exponential distribution.

For the gamma distribution with shape parameter & = m and scale pa-
rameter 5 = 1 i.e. G(m,1) explicit expressions for the moments of order
statistics have been derived by Gupta (1960) for integer values of m, and
by Krishnaiah and Rizvi (1967) for a general value of m;. see also Breiter
and Krishnaiah (1968). For integral values of m; Joshi (1979) has estab-
lished recurrence relations satisfied by the single moments of order statistics.
Young (1971) has also deduced a simple relation between moments of or-
der statistics from the symmetrical inverse multinomial distribution and the
order statistics of independent standardized gamma variable with integer
parameter m.

Let X1, X2, X3,..., Xp be a random sample of size n from exponentiated
gamma (EG) distribution with probability density function (p.d.f.)

f(x;0) = fze (1 — e =me )71, x>0, 6>0 (1)
and the cumulative distribution function (c.d.f.) is given by

F(z;0) = (1— e T ze™®), x>0, >0 (2)

Other statistical properties of this distribution are discussed by Shawky
and Bakoban (2008c). Also, Bayesian estimations on the EG distribution
studied by<Shawky and Bakoban (2008a). Moreover, characterization from
EG distribution based on record values deduced by Shawky and Bakoban
(2008b). By putting § =1 in (1), we have a gamma distribution G(2,1).

From (1) and (2), we observe that the characterization differential equa-
tion for the EG distribution is

(o4 Df ) = bofF@Y 1~ (F@)],  L=g 0>0,  (3)

L is a positive integer number.
In this paper, we derived exact expressions for the single and double
moments of order statistics from EG distribution which is presented in section

2. We compute the measures of skewness and kurtosis of the distribution
of the rth order statistic in a sample of size n for different choices of n,r
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and 6. In section 3, recurrence relations for single and double moments of
order statistics are derived. MGF for the single moments of order statistics
from EG distribution is derived in section 4. Moreover, we establish some
recurrence relations for MGFE of order statistics from EG distribution in
section 4.

2 Moments of Order Statistics

Let Xq., < Xo., < -+ < X,,.n be the order statistics from the EG distribution
given in (1). Then the single and double moments of order statistics are given
as follows:

2.1 Single Moments

The p.d.f. of the rth order statistic X,.,,r =1,2,...,n given by
frn(@) = Crn{F(z;0)} 1 — Fla;0)}" " f(x;6), x>0, (4)

(see David, 1981) where f(-) and F(-) are given by (1) and (2), respectively,

and
n!

s N EICET

frin(z) can be written-as

n—r

Fonla) =Y di(n,7) f{a; 6(r + 1)} (5)
i=0
where (n_l) (n_r)
_(_ in r—1 7
di(n,r) =(-1) i

a

The ath moment of the rth order statistic, F(X¢, ), denoted by al T)L, 1<

r<nmnanda=20,1,2,..., is given by
[e.9]
a,) = /:U“fT;n(x;H)dx. (7)
0

The exact explicit expression for the single moments of order statistics from
EG distribution is given by the following theorem:
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Theorem 1 For1<r <mn, a>0 and 0 is a real value, then

i=0 j=0 k=0
(8)
Proof. From (1), (5) and (7) we get
0@ = S di(n, )00 + 1) / 2 e {1 — e (2 440) 0 g
i=0 0
Using the binomial expansion we have
a — G T + Z a+1 —(j+1)x i
o, :Zdz(n,T)H(r—i—z) Z(—l)J x “(x+1)dx
i=0 j=0 0
Thus,
n—r oo J
al® =3 (—1din, r)0(r +1)
i=0 j=0 k=0
y O(r +4) =1\ (J /xa+k+1e(j+l)md$
J k
0
n—r. oo - J . .
; (O(r+i) =1\ (j\T(a+Fk+2)
=323 N =1 di(n,m)0(r + z)( . ) < Ry
i=0 j=0 k=0 J k) G+1)
Then we get the result (8) by using (6), hence the theorem is proved.
If 0'is a positive integer number, then the relation (8) becomes
n—r O(r+i)—1 . .
s S ser (1) (7))
=0 =0 k=0 J &
2
(a+k+ ) a—o012.. 9)

The single moments of order statistics from gamma distribution G(2,1)
can be obtained from (9) by setting § = 1.
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Table 1. Values of 8 and 32 of X,., for different values of 6

6 =0.1 6 =0.5 6=1.5 6 =3
n ™
B1 B2 B1 B2 B B2 B1 B2
2 1 6.01152  55.7806 1.80963  7.77588 1.04913  4.66801 0.83161  4.14982
2 2.61306 12.4684 1.41421 6.00000 1.13866 5.16830 1.07670 5.03505
4 1 13.3702 266.712 1.77428 7.71715 0.85373 4.02074 0.58068 3.51307
2 5.10736  41.7955 1.35670  5.70018 0.77613  3.95516 0.63447  3.70419
3 2.87074 15.0541 1.16317  5.03569 0.83087  4.17702 0.75479  4.04373
4 1.93098  8.27580 1.20736  5.34612 1.07659  5.03569 1.05490-.5.00999
6 1 32.3889 1447.16 1.72844 7.39703 0.75907 3.74508 0.46170 3.28325
2 9.90026  143.107 1.34822  5.70410 0.65718  3.64917 0.48760  3.40164
3 4.66034  35.0048 1.13630  4.87955 0.64666  3.67537 0.53458  3.51097
4 2.86780 15.3364 1.00628  4.52655 0.68067  3.79044 0.60683 . 3.67894
5 2.09612  9.46421 0.98248  4.52497 0.78035  4.08620 0.73838  4.02201
6 1.66034  6.98011 1.13866  5.16830 1.06063 /5.01274 1.05203  5.01759

The measures of skewness and kurtosis of the distribution of the rth order
statistic can be evaluated from the following expressions:
3 2
067(ﬂ:7)7, - 3047“:11047(‘:% + 2041?:;71

B = ( @) 3

Qg — Oy, )

and A 5 )
By = Oérn)z - 4ar:na7(":7)1 + 60[72nzn011(”:7)1 - 3aﬁ;n
(Oé?'f)l - a%:n)2

Table 1 presents the values of these measures for different choices of r, n
and 6.

In Table_ 1, we present the values of 81 and s for the cases in which
n=2,4, 6and 0 =0.1,0.5,1.5,3 with 1 < r < n. For fixed r and n, the
value of 31 decreases as 6 increases. For fixed and # > 0.5 the value of B
increases as rincreases and for fixed n and # < 0.5 the value of 85 decreases
as r increases. Also, when 6 < 0.5 for fixed r and n, the value of 3y decreases
as 0 increases.

2.2 Double Moments

The joint p.d.f. of X,., and X, (1 < 7 < s < n) is given by (see David,
1981)

Jrsn(z,y) = Cr,srn{F($§ 9)}r71{F(y3 0) — F(x; 9)}877"71{1 - F(y; 9)}7178
x f(2;0) f(y;0),  y>z>0, (10)
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where f(-) and F(-) are given by (1) and (2), respectively, and

n!

(r—Dl(s—r—1l(n—s)"

Cr,s:n =

fr.sm(z,y) can be written as

n—s s—r—1

irifn—s8\[(s—r—1

frsn(af' y) Crs:nz Z (_1) +]( . >< . )

; : 1 J
=0 j5=0

< {F (2 0)) T F (g 0)y ™ T (@ 0) flys0). & (11)

The double moments of X2, and X%, E(X%,/XC, );denoted by a&“sb,{,
1<r<s<nandab=0,1,2,... is given by

Tasbr)z = // bfrsn (@, y)dy dx. (12)

0 =

The exact explicit expression for the double moments of order statistics
from the EG distribution is given by the following theorem:

Theorem 2 Forl<r<s<mn,ab>0 and 0 is a real value, then

oo k b+l+1 co w s
) — 2 itk (7
o{5) HCr 8 » > (")
] j V=

X (S - i__o 15_09(120 i": ];_ j (l> <9 (r +vj) - 1)
() w

Proof. From (1), (2) and (12) we get

e g 00 0
a&a ,b) H—] < S) <3 - 7“ - 1> //xa+1yb+1e—xe—y
b /L j
0 =

M

% {1 _ e—x(x + 1)}9 r+])—1{1 — e Y(y+ 1)}9(S_T_j+i)_ldydﬂf
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n—s s—r—l g s—r—1
rsnz Z+J< 7 >< ] )

=

h

o0

/ 21— e (5 4 1)} (2)da, (14)
0

where

I1(x) = /yb+1e_y[1 _ e_y(y + 1)]9(s—r—j+z‘)_1dy

:izk:(l)k<9(s—r—kj+i)—l> (1;)

8

k=0 =0
PEAL pue— (ke Fb+1i+2) 15
— (k + 1)bH+2—u ul : (15)

Substituting I1(z) in (14) we get

b+l+2 r a+tu+1 7k+2:r O(r+j5)—1
Xu'(k:+1b+l+2 u/:v 21— e (g + 1)} gy

n—s s—r—1

0

[e%¢) b+

= 9207,75:”2 Z Z Z ZZ(_l)i+j+k+v
=0 j=0 k=01=0 u=0 v=0 p=0

O

« (9(7“ +J) - 1) <U> L(b+1+2) /xa+u+p+le(k+v+2)xdx'
p

v ’LL'(]{? + 1)b+l+27u
0

+1 co v
0

The integral in the last equation is a gamma function, hence the theorem
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is proved.

If 0 is a positive integer number, then the relation (13) becomes

n—ss—r—10(s—r—j+i)=1 k b+i+1 0(r+j)—1 o
7(°,s:n = TSTLH Z Z Z Z Z Z z+j+k+v
=0 7=0 =0 u=0 v=0 p=0
y <n—s>(s—r—1)<9(3—7‘—j—|—2)—1><k)<9(r+j)—1><v>
i 7 k l v P
Fro+1i+2)T(a+u+p+2) ab=012 . (16)

U'(kﬁ + 1)b+lfu+2(k: + v+ 2)a+u+p+2’

The double moments of order statistics from gamma distribution G(2,1)
can be obtained from (16) by setting 6 = 1.

3 Recurrence Relations Between Moments of Or-
der Statistics

With f(-) andF'(-) are given in (1 ) and (2), respectively. Then by making use
of the characterization differential equation in (3), we establish in this section
recurrence relations for'the single and double moments of order statistics as
follows:

3.1 Recurrence Relations for Single Moments

Theorem 3 For1<r<n-—1, a}OandL:é:I,Q,?),...,r—l

(af) | (a) _ nl(r — L)! (a+2)  (at?)
G O = T = 1)i(n - D)) {2 - o)
r (a+2) _ _(a+2)
 Targ (o —ain a7)

Proof. From (3) and (4), we get

o0
E(X&H +Xx2 ) / (2% 4 2 fron () de,
0
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B(X&H + X2 ) Crn/x (z+ D{F(2)}" {1 - F(z)}" " f(z)dx
0

o0

c,n:ne[ / 2 Y F(2)y {1 — F(2)}" " da

0

- / Y P@Y {1 - Pe)}"d |,
0

Integrating by parts, we get the result, hence the theorem is proved.

For 0 =1,1 <r <n-—1, a >0, and by using the identity (see Arnold et
al., 1992),

il 4 (= Dl =l |

the recurrence relation in (17) is valid for gamma distribution G(2, 1), which
takes the form

n—r+1l
%) palih= o2 {

which is a special.case'when m = 2 from the recurrence relation

a+2) _  (a+2) } ’

Tin r—1mn

m— kfm)

T Z

M(k)

thatwas derived by Joshi (1979).

3.2 Recurrence Relations for Double Moments

Theorem 4 For L+1<r+1<s<mn,a,b>0andL=%=1,2,3,...,r—1

1 b ni(r — L)! (a+2,0) (a-+2,b)
o + o) = LB i S D bttt ~ O L e )
r 2,b (a+2,b)
+ L(CL + 2) {aw(“?;rn ) — arc—li—l,s:n} ' (18)
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Proof. From (3) and (10), we obtain

B(Xihvrh, + X8 =

r,$sm-r,sn r,8n ’I“STL

)
/ a+1 b+ xayb)fr,szn(xa y)dxdy
0

o0

Crom / g {1 — F(y)}"*I(y) f(y)dy, (19)

0

where

I(y) = [ a®(z + D{F(x)} "{F(y) - F(2)}* 7 7 f(z)de (20)

O\@

= | [t r@yH ) - P

0
- [ E@Y (P SE) PRt
0

Y

- [<s —re DY R IF )Y H ) - F@Y (o)
0
(- L) / S ()} P Y F(y) — F(a)} o f(o)de
’ )
Se-r-1) / PP (@)} {F(y) — F(@)}* 2 (o)da
0
b [aHE@Y ) - F@) T @), (21)
0

Integrating by parts and substituting the above expression of I(y) in (19),
then simplifying the resulting equation, we obtain (18). Hence the theorem
is proved.

© 2008, SRTC Iran


www.sid.ir

A. 1. Shawky and R. A. Bakoban 155

For0=1,2<r+1<s<mn,anda, b > 0, the recurrence relation in
(18) is valid for gamma distribution G(2,1), which takes the form

(
Q. sin

a+1,b) ab n (a+2,6)  (a+2,) (a+2,b) _ (a+2,b)
+ar,s:n a+2{ar,s—1:n—1 ar—l,s—l:n—l + +2 ar,s:n ar—i—l,s:n .

4 MGPF of Order Statistics

Let X1., < Xo., < -+ < X,,.n be the order statistics from the EG distribution
given in (1). Then MGF for the single moments of order statistics.are given
as follows:

4.1 MGF for Single Moments

The MGF of the rth order statistics X, denoted by M, .,(t) is given (see
David, 1981, and Arnold et al., 1992) by

o0

My (t) = E(etXmmy’= /emfrm(x)dm (22)
0
where f,.,(x) is defined in (4).

The exact explicit expression for the MGF for single moments of order
statistics from EG distribution is given by the following theorem:

Theorem 5 For 1 <r < n and 0 is a real value, then

B SN Jits O(r+i)—1\ (5\ T(k+2)
t)_ecT;n;]Z:O;) +< )( j >(k>(1—t+j)’f+2'
(23)
Proof. From (1), (5) and (22) we get
= HZd n,r)(r 4+ 1) 701‘6 U=z _ o=@ (2 4+ 1)U+,

1=0 0
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Using the binomial expansion we have

My (t) = Hrfdi(n,r)(r + 1) i(_l)j <9(7" —I—ji) - 1) /xe—(l—tﬂ‘)z(x + 1)jdx
i=0 §=0 0

. j fO(r+i)—1 j T(k +2
ZHZZZ(_l)]di(TL,T)(T—FZ)(( +j) )(i)(l_(t:_]))iﬂr?

Then we get the result (23) by using (6), hence the theorem is proved.
If 0 is a positive integer number, then the relation (23) becomes

s 2 e(rjfél kZJ:O (1) <n - T> (e(r -I—ji) - 1>

The MGF for single moments of order statistics from gamma distribution
G(2,1) can be obtained from (24) by setting 6 = 1.

4.2 Recurrence Relations for MGF

We establish a recurrence relation for the MGF for single moments of order
statistics by making use of the following characterization differential equa-
tion:

O0F (2;0) = {a~ (" — 1) — 1} f(z;0)}, (25)

the MGE.of X'is denoted by Mx (£), which its ith derivative is MY (t).

The following theorem gives the recurrence relations for the MGF of order
statistics.

Theorem 6 For1l <r <n-—1, then
(i) Mysiin(t) = M1 () = =5 My (t+1) + (L + 1) My (t)

+ (:Z - t) M. (t). (26)
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(i) —G=1)M, () —tMI () = SE MO+ 1) +i (53) MV (t+1)
i\, =2 2 2it

Ay i=2) =0

+<2>(T0 )M (t+1)+{7“9+ rf

+(1 - i)}M,ﬁ?)l(t) + (é) {it
()
GIEP

2 .
+ (1 )Mﬁf#)(t), iz2 ()

and consequently,

2 2 1 1
(i) o = 25 g (14 ) o, (28)

. . ; N 2 V' ; P
) (-1alhy oy (5 ) 2 Hole +-Dallh, i>2 (29
=2

Proof. It is clear that
Mpwit + g Cron / VTP (2;.0)) {1 — F(2;0) )" f (w5 0)da

0
00

= Crn /xet’” <e:_ L 1> {F(x;0)}y Y1 — F(x;0)}""

0

X f(z;0)dx + M., (t) + My (t). (30)

From (25) and (30), we get

My (141) = Cpon / e {F(2: 0)} 1= F (2 0)}" " da-+ M., (£)+ Mo n(8).
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Integrating by parts, we obtain

M,,(t+1)= ;tCTmG{ /em{F(x; )Y {1 — F(x;0)}" "L f(x;0)dx
0

n—r
t

+ 20 [ e pa oy - F o) s em}
0

+ M () + My ().

Simplifying, we get (26).
Differentiating equation (26) with respect to ¢, we have

—t? 2t
Ml'r—i—l:n(t) - tM”T—i—l:n(t) - M/'r—i-l:n(t) - “M/r:n(t + 1) y 7Mrzn(t + 1)

76 r0

2 2t 2t
o — M/'r'n 7Mr'n

’ <r6’+r9) ' (t)+r9 n(t)

+ g t) M"..(t) (31)
7“0 n .

Setting ¢t = 0 in (32), we get
@ 42 2 o, 2
- — »Mr‘n 1 - . —trin.
ar+1:n 7,0 : ( )+ ’1"9 Aoy + TQO‘

After some simplification, we get (28). Also by differentiating equation
(26), with respect to £,4 times, we get (27). Setting ¢ = 0 in (27), we get
(29). Thus the theorem is proved.

5 Applications

The results established in this paper and some similar generalizations can be
used to determine the mean, variance and the coefficients of skewness and
kurtosis. The moments can also be used for finding best linear unbiased esti-
mators (BLUE’s) of location and scale parameters and conditional moments.
Some of the results are then used to characterize the distribution. Shawky
and Bakoban (2009) has discussed order statistics from EG distribution and
associated inference. Based on the moments of order statistics, the BLUE’s
of the location and scale parameters of EG distribution under Type-II cen-
soring were obtained. The variances and covariances of these estimators were
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also presented.
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