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Central Limit Theorem in Multitype Branching
Random Walk
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Abstract. A discrete time multitype (p-type) branching random walk
on the real line R is considered. The positions of the j-type individuals
in the n-th generation form a point process. The asymptotic behavior
of these point processes, when the generation size tends to infinity, is
studied. The central limit theorem is proved.
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1 Introduction

A discrete time multitype (p-type) branching random walk on the real line
R is considered. The process starts with a single i-type ancestor located
at the origin. This particle splits into a random number of new particles of
different types and located at random places, with probability law depending
on 7, tormake the first generation individuals. Each of these particles splits
in the same way and the process goes on as there are individuals alive.
For each fixed i = 1,...,p, let Z]'(-) = (Zf(*),...,Z},(-)) be the vector
of counting measures related to the point processes that give the positions
of different types of individuals in generation n descended from an i-type
one in generation zero. The purpose of this study is to establish a central
limit theorem for the counting measures {ZZ()} There are a number of
works proving a central limit theorem for the counting measures in branching
random walk; see Biggins (1992), Biggins and Rahimzadeh (2005), Bramson
et al. (1992) and Rahimzadeh (2008).

The key point in this paper is showing that, the counting measure of the
n-th generation individuals ZZJL() behave the same as its intensity measure,
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as n — oo. Then we use the central limit theorem for the intensity measure
of Zi(-), from Rahimzadeh (2008), to get our results here. This is a well
known technique in literature, for example Bramson et al. (1992), and we
will use it here. The central and local limit theorems for intensity measures
(that we need here) are proved in Rahimzadeh (2008). We use the notations
and the results of that paper. In fact, the technique of the present work
made it necessary to create Rahimzadeh (2008). There is a similar result for
counting measures in Biggins and Rahimzadeh (2005), which is based on the
convolution of measures. But we give a new proof with a different technique
here. This paper consists of three sections. Section 1 is introduction. In
Section 2 we give the notations and the definition of tilted versionsof Z(-)
with the main results. Section 3 contains the proof.of the main results.

2 Notations and Some Preliminary Results

Similar to Biggins and Rahimzadeh (2005) we consider a multitype branching
random walk on the real line R. The process starts with a single ¢-type
ancestor located at the origin. ‘Let {Z'(")} = {(Z]i(-),..., Z},("))} be the
vector of counting measures related to the types in generation n. For each
fixed i, j, Z[;(-) is the counting measure of j-type individuals in generation
n related to the point process {Z7:(s) : s = 1,2,...}, where Zji(s) is the
position of s-th person of j-type individuals in generation n. So for any
Borel measurable set A C R,

Zg(A):Azg(dx)z >,

Z55(s)EA

which is almost surely finite. Let ullj*() be the intensity measure related to
the counting measure Zilj (+), so for any Borel measurable set A C R, lej* (A) =
E [Zzlj (A)]. The point process Z]; has the intensity measure p7", defined in-

ductively, if pu™ = {uj }pxp then ,ug?ﬂ)* =P uke pi; where @ is

the ordinary convolution of measures. By induction for any measurable set
A, pi(A) = E[Z]3(A)]. Define the Laplace transforms m;;(A) with complex
arguments A\ by:

m”()\) = /Re_m,uij(dx), AeC.
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Let L = (), ;int{\ = 0 +4n € C : m;;(§) < oc}. Then L is an open
convex subset of C and Ly = L NR is an open interval (see Biggins and
Rahimzadeh, 2005). For each A € L, define M(X) = {m;;(\)}pxp and let
M™(A) = {m;(A\) }pxp be its n-th power. Then we have

Z e—Azyj(s)] ‘

The entries of the matrix M (\) are complex-valued analytie functions in A;
and for those values of A = 6 € Ly, the matrix M ()) has all non-negative
entries. The matrix A is called positive regular if all the entries-are non-
negative real numbers and for some n, all the entries of A™ are positive (see
Mode, 1971, Ch. 1.6). Assume:

n _ — Az, nx _
mij()‘) = /R@ Hij (dz) = E

A(1) : The process {Z]'} is positive regular in the semse that the matriz
M = {m;;(8)} for 8 € Ly is positive regular.

So, the conditions of Theorem 1 in Biggins and Rahimzadeh (2005) hold
and this Theorem implies that, there is an epen set {2 C L N'R such that, for
any 6 € Q, M(0) is positive regular and has a simple maximum eigenvalue
p(0), with related left and right eigenvectors u(f) and v(#) which are analytic
in § € Q (infinitely differentiable). They are strictly positive and normalized
so that u(0)Tv(0) = YF_, u;(O)wi(0) = 1, and YF_ u;(#) = 1. Also for any
0 € Q, limp, 00 p(0) ~"m% (0). = vi(0)u;(0).

The multitype branching random walk is strongly non-lattice when it is
positive regular/and, for some (k, 1) and some 6 € 2,

g (0 + in)

=1 only when =0.
my(0) ’ Y K

When the process is strongly nonlattice p(6) is strictly log-convex in § € Q
(see Biggins and Rahimzadeh, 2005). We set the next assumption:

A(2) : The process {Z'} is strictly non-lattice.

For any 6 € Q, define A() = log p(f) then by A(2), o2 = A”(0) > 0.
For o € (1,2] define k = k(0) = p(a)/|p(6)|*. Then & is a strictly positive
continuous function in § € Q, = {0 € Q: af € Q}. Assume

A(3): Fora € (1,2] and 0 € Q, k=k(0) = @%gﬁl <1l

When A(3) holds, the process is supercritical in the sense that, p(6) > 1,
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(see Biggins and Rahimzadeh, 2005). For each 6 € Q, i, and n, define
p —0x
v;i(f)e
"(0) = / 7 (d).
jzz:l r vi(0)p(0)" Y

Then {W]*(0)} is a non-negative martingale with respect to {7, }, where each
Fn is the o-algebra containing all information of all generations up to gener-
ation n. So it converges almost surely to W;(#) and for all n, E[W/(0)] =1
(see Theorem 2 in Biggins and Rahimzadeh, 2005). We assume:

A(4) : For some 0 € Q and o € (1,2],

B(0) = max{E[W!(0)*] : i=1,..4,p} <oc.

A(5): 0 € Q.

When A(4) holds for some 6y € Q,  is a finite real'valued continuous
function in a neighborhood of ) in Q. Same as in Rahimzadeh (2008), for
any fixed ¢ € 2, we define the tilted measures Zg,. () and pg7,(-) by

n _ ’U(e) et n
and (0 o
pgij(de) = v—z@ : p(e)nlt%*(dx)- (2)

The mean drift. of the measure pp = {u, it s a = —p'(0)/p(0), (see
Bramson et al.| 1992) Define the centered shifted measures Zy,;.(dz) =
Zg;;(na + di) and fip; (dz) = ﬂez (na + dx) with fig;;(dx) = pej(a + dx).
The _measures jip%; (dx) and fip7; (dx) can be interpreted as the intensity
measures of Zy';. (dz) and Z(, (dx), respectively in the sense that, for any

measurable set A CR,
uyi(A) = EBlZg;(A)]  and  figy(A) = B[Zg;(A)).
For € €, the matrix P = {pi;},., = {l0,i;(R)} = {e,;;(R)} is a pos-
itive regular stochastic matrix with stationary measure (see Biggins and
Rahimzadeh, 2005):
m(0) = (m(0),....mp(0)), mk(0) = ux(B)vi(0), (k=1,....p).

Since P is positive regular, so for large values of n, P" = {pZ} has all
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positive entries. We assume:
A(6) : Foreachi,j and 0 € 2, the characteristic function of the measure,
figs;(-) /iy is absolutely integrable.
When A(6) hold the density function of g7 (-)/pj};, denoted by gj;, exists.
Now we set our main results, Theorems 1 and 2:
Theorem 11 Let for a fized 0 € Q and o« € (1,2], A(1) — A(6) hold, and
o? = (log p(6))" > 0. Then for any bounded measurable set A C R, and fived
iy Js
lim v2mnoZg,(na+ A) = u;(0)v;(0)W;(0)|4]
n—00 ’

almost surely where |A| is the Lebesque measure of A and.a = —p'(8)/p(0).

In the next theorem we apply the Riemman dintegral estimate in the
Theorem 1 to get a central limit theorem for the measures {Z]%(-)}. The
proof of this theorem is similar to Theorem 2.4 in Rahimzadeh (2008) where
the same techniqe is used to prove the central limit theorem for intensity
measures /1" (+).

Theorem 12 Suppose A(1) — A(6) hold, 0 € § and o = (log p(#))" > 0.
Then for any bounded measurable set-A C [=b,b] and all fized i, j,

lim 27me*”A*(“)aZi"j(na + A)] = uj(H)vj(O)Wi(H)/ P d,

n—oo A

almost surely where a = —p/(0)/p(6) and A*(a) = —p'(0)/p(0) + log p(6).

We conclude this section by two more lemmas that will be needed later.
The next Lemma is a local limit theorem result for the tilted intensity mea-
sures /iy, which is Theorem 2.2 in Rahimzadeh (2008):

Lemma 1 Suppose 0 € Q, o € (1,2] be fived, a = —p'(0)/p(0), 0% =
(log p(0))* and A(1) — A(6) hold. Let also gj5 and f, be the density function
of iy 33(:)/pi; and normal distribution N(0, 0?), respectively. Then for alli, 7,

Tim |Vl (/) — fo(@)] =0

uniformly in x € R.

The next lemma is Lemma 3 (iv) in Biggins and Rahimzadeh (2005).
Lemma 2 Suppose for a € (1,2] and 0y € Q, A(1) —.A(4) hold. Then there
is a neighborhood of 6y, say B = B(6y,0) C £, such that

sup{E|W(0)|*:0€B, i=1,...,p, n=0,1,2,...} < co.
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3 Proofs of the Main Results

In this section we use v;, u; and p for v;(0), u;(#) and p(f) for shortening
the text. Also for some § > 3 we assume [ = [n'/?] then for large values of
n, 1 <l <nandasn— oo, we getl, n—1[1— oco. In this section we assume
n to be large enough to have 1 <1 <n and for all ¢, j, p;; > 0. By looking at
the individuals of the n-th generation as the (n —1)-th generation children of
the people in generation [, we use Z,:‘j(-\l, s) as the counting measure related
to the point process giving the positions of j-type individuals.in generation n
descended from the s-th person with type k in generation [. By the branching
property of the process, given Fi, for all 4, j, k, [, and s the counting measure
{25t — ZL(s)|l,s) : t =1, 2,...} is an independent and identical copy of

{Z” ):t=1,2,... }. So for any measurable set' A, we can write
Zyij(A) = Zjj(dx)

Uzp
/

_Z/ vpe~ %

a R Uipl
vge” Y

- Z/R : Ze kjl (4 - y)ka(dy). (3)

vip!

L —0(x—
vje (z—y)

Zp(dx — y|ly) | ZL.(dy)

’Ukpn_l

By taking conditional expectation conditioning on F; we get

p zk(y) D)%
E[Zg ;@ FL=3_>" [’“] u A= Zh(y). @)

k=1 vy

By the central limit theorem for intensity measures in Rahimzadeh (2008)
as n — [ — oo, u(gnk;l)*(A — 74 (y)) converges almost surely to a limit de-

pending on 6 and k. Replacing ,ué kj b (A — ZL (y)) with its limit in (4) im-

plies that E[Zy ,.(A)|F] behaves asymptotlcally the same as the almost
sure convergent martingale {w!(¢)}. This is the structure of the proof of
Theorem 1. Before giving the proof of this theorem we give two definitions
which are followed by a lemma. For any real number a € (1,2], define
c%(X) = E|X — EX|* and 0%(X|F) = E[|X — E(X|F)|%| F]. The next
lemma gives a bound for o®(.|F}).

Lemma 3 Let for some 0 € Q, and o € (1,2], A(1) — A(5) hold. Then
there is a constant C > 0, depending only on « and 0, such that for all
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i,7,l,n (1 <1< n), and any measurable set A C R,
o®(Zy;(A)| Fi) < Cr'Wi ().
Proof. Let 1 <! < n and define

—0Z},,(y)
Vi€ ik
Xy, —ng]l(A Zh(y)) and ¢, = o

Then using (3) and (4) we can write

«

o (Z3; (A Fi) = E | D ehy [Xey — B [Ny [F) | Fi
kyy

Given Fj, the terms ¢, are measurable and the termsinside the sum ), ”
are independent with zero mean. Thus, by Lemma 2 in Biggins and Rahimza-
deh (2005), for a constant C; depending only on @ we have

o (Zg;(A)|F) < Cy Z |yl 0™ (Xiyl F1)
ky
<8 eky| E[|Xnyl Fil (5)

kyy

where in the second imequality we used the inequality |a + b|* < 4(|a|* +
b]*). Since Zy,;(-).is a monnegatve measure and by Lemma 2 for a €
(1,2], E|W(8)|*1s bounded uniformly in ¢ and n, by M; say, then by con-
ditioning on Fj, we get

E[\Xk,ylam]zEHZg‘kﬂA 7z ())|| 7
<2 |75l |7
<e[mtof

< M.

Let M = max; p{vivi(ad)/vivi ()} then by (5) and the previous inequal-
ity:

v & —aGZlk(y)
o (Z3 5 (A)|F) <8C1M Y (k) e %)

Vs al
ky ! P

J. Statist. Res. Iran 5 (2008): 207-219


www.sid.ir

214 Central Limit Theorem in Multitype Branching Random Walk

scan [5G 5 () o] L e 2
< 8CIM Mk Wl(a9)

where, C' = 8C1 M1 M is a constant depending only on « and 6.
Now we give the proof of the main results.

Proof of Theorem 1 Let A be a bounded measurable set'in R and let i, j
be fixed. Let 8 > 3 and for any n define | = [p!/?]. We write

FUZOU(”“"’_A) _ujvj ‘A|‘
< }ma g0 ¥4) — B [ Zis50na + 4)] 7|
+ [Vamig B{Z, (na+ A)| Fi] — upu;WH(0)) Al

g, | ANWL(0) - Wi6)| . (6)
Since W;(0) is the almost sure limit of {W!(#)}, so the last term has zero
limit, as [ — oo. To prove the almost sure convergence of the first term to

zero, let

Since o >'1, from Jensen’s inequality, conditioning on F;, we get E [| D, ||F;] <
1
B [|Daf? 7)) = [0°(Z5,;(na + A)| )] By Lemma 3 we get

0,ij
E|D,| < CYV/o) W/ E [Wf(a@)ﬂ .

Again by Jensen’s inequality, E[W}(af)/®)] < [EW}(a)]M/®) = 1, so we

have
> VnE|Dn| < CY N /ndyste) (7)
n l

where, d; is the number of n’s which are related to the fixed [ and is bounded
by d; < (I +1)% —15. So we can continue
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l l
= ZP(l)mll < 00
l

where, k1 = k(1/®) € (0,1) and P(l) is a function of [ with P(l) =Q(1(35/2),
as [ — oo. Thus the series on the left hand side of (7) converges, and then by
the well known results we get the convergence of \/nE|D,,| =0, as [,n — oo.
This implies the almost sure convergence of |\/nD,| or the convergence of
the first part on the right hand of (6) to 0, as [,n —'cc.

Now we turn to prove the zero limit of the second part in 6. Let f, be
the density function of N(0,0?), then we can write

V2rnoE [Zaij(na + A)]]—'l] — ujijZ-l (0)|A|‘

V2mn
< o
vn —1

~0Zj(y)
Ve ik /
— Uy fO’
7 Z A+la,Z; (y) (

l

[Zgij(A + na)|F)

)dx

n—1

T vpe— 0%
+ —F——=0U;V; Z

S,

X

(o g (%) ~Jara)

ViVl
Vn—1

=FE,+ F,+G,, (say) (8)

ujo;W1(0) |4]

Since | = o(n), by Proposition 1 below the second part on the right hand
side of (8) tends to zero, almost surely as I,n — oo. In the last part, G,,, the
fraction (v/n —v/n —1)/v/n — 1, has also zero limit by | = o(n) and {W}(6)}
is an almost sure convergent martingale, hence the last part converges to zero
almost surely. To prove the zero limit of first part in (8), E,, from Lemma
1 we have

- n i |
nh_}n;o‘\/ﬁgij(x)—fg <\/ﬁ>’_0 as n — oo
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uniformly in x € R, where g;; is the probability density function of jig’ i ./ Py
Then by integrating over bounded set B with |B| < 2b we get, as n — 0o,

gwm> /n(WJw

Since p?j — ujvj as n — 00, we get

VA (B) - ww/ﬂ(ﬁ)m

Since | = o(n), by using the decomposition of ‘E[Z]} (A)|F;] from the
equation (4) and applying the previous inequality we can write

sup — 0.

| B|<2b

0p =: max sup — 0.

47 |B|<2b

n Ve “9 (n—1)*
B, < V2ro {_l [Z T Vi =g (A la = Z(y)
ky !

_ Uﬂ/g/ fo‘ < x > dx :|
Atla—Z!, (y) vn —1

< Varos, Y Wi

WO,
Since {W*(6)} is an almost sure econvergent martingale and (v/n/vn — 1) —
1 by I = o(n), these imply that the right hand side tends to zero, as n — oo,
and this completes the proof.

Proposition 1 Suppose the hypotheses of Theorem 1 hold. Let > 3, | =
n and,j be fixed. en for any bounded measurable set A C |—b, b| = I,
/8 and,j be fized. Then f bounded ble set A b, b =1

as m —00,

() - 3 e / /
v '~ upt Jarazi |

dx

(=)~ ovm

converges to zero almost surely, where f, is the density of the normal distri-
bution N(0,0?) and o = (log p(#))" > 0.

Proof. Let f, be the density function of normal distribution N(0, o?).
Then there is a constant C' > 0, such that |f,(z) — 1/(cv/27)| < C2?, for
all x € R. Let also A be a bounded measurable set with A C [—b,b] then
A+la—Z (y) C I+la— Z. (y) and this implies that
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—o7! (v) 2
vipe Y%k x
A)<CFE _ d
) Z Uipl /A—Ha—Zﬁk(y) < vV — l) v

Yk / e~ [26° + 6b(la — y)*] Z4(dy)
R

n—l v; P!

Z / 0 [26° + 6b(la — y)?] ki (dy)
k Z

< o Z / [(26° + 6bI%a”) — 12ably+ 6by” ] i (dy) (9)
g

where C" = C5/3(n—1). The functions v;, u;, p, and m;;(6) are analytic and

{p(0)7"m}%(0)} is a convergent sequence, hence is bounded by some M; > 0

say. The first two derivatives of the equation M"(0)v(0) = p™(0)v(#) imply
/

that, for some constants ci, ..., cs, we have (m” (0)) vj < (cin 4+ c)p”

and szl( 1:(0))"v; < (cm + ¢eyn+ ¢5)p™eSo for some constants My and
Mz, 375 (mf;(0))'v; < Manp" and. 30 (m7:(0))"v; < M3n?p". Now we
can continue (9) to write

Z [2b3+6bz2 2)ml, (6) + 12]albl(m! (9))’+6b(M;k(9))”]
k

<= [(2b3+6bz2a2)M1pl + 12[albl? Map! + 6612 M; !
Co M2
= 3(n=i)y;

for some constant M. Since | = [n!/?] with 3 > 3 then the right hand side of
(9) converges to zero and hence EH,, — 0. This implies that H,, — 0 almost
surely as [, n — oo and completes the proof.

We apply the Riemman integral estimate to Theorem 1 to prove our
second main result.

Proof of Theorem 2 Let A C [-b,b] = I be a measurable set. For any
fixed i, j, and n, from the definition of ZJ3(-, #) we can write
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vje

Vi Ox
zn A) = 2Lebrgnl | 2L Z"(d
e = [ ] [ den)

Vs
Uj na+A

By changing the variable z to & 4+ na and recalling that a = —p/(0)/p(0), we
get,

Zl(na+ A) = i gn*(a) / " 7y da. (10)
(] A ’

Define g(x) = 14(2)e® for all x € I. Let {A, : r} be a finite partition of I,

then for each r, define M, = sup{g(z) : z € A,} andm, = inf{g(x) : = €

A, }. For each x € I, define g(z) = ), M;14,(x) and g(z)= >, m,1a, ().

Then for any = € A, g(z) < g(z) < g(). From (10) we have

n Vi nA*(a 740
Zi(nact 4) < LD M By () (1)

Let M =3 M, and € > 0 be fixed. From Theorem 1, for any r, there is an
Ny such that, for all n > Ny, we have

|Varno g, (A= ujoWi(0)

< €/M. (12)

We choose N; big enough such that (12) holds for all . Then for any n > Ny,
by applying (12)'in (11), we can continue

V2rheZi(na+ A) < [Uz ni*(a }ZM ujvjWi(0)|Ar| + €/M]

- [zje”"*(“)} [L/Ag(x)d:cjte}

where, L = u;v;W;(#). Thus, for any € > 0, we have

Ip =: V2 0' ") gn i(na+A) < / g(x)dx + e. (13)
A
By taking limsup of (13), as n — o0, since € is arbitrary, we get
limsup J,, < L/ g(x)dx. (14)
n—o0 A
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The equation (14) holds for all partitions of I, thus by taking infimum on
all partitions of I and taking into account that, J, is independent of these
partitions, we get

limsup J,, < L/ g(x)dx. (15)
A

n—00

With a similar argument we can prove that

lim inf J, > L/ g(x)dx. (16)
A

n—o0

Then (15) and (16) completes the proof.
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