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Abstract. Using the concept of system signature introduced by Samaniego
(1985), Kochar et al. (1999) compared the lifetimes of the systems in which
the lifetimes of the components are independent and identically distributed
(i.i.d.) random variables. Their results are extended to the systems with
exchangeable components by Navarro et al. (2005). This paper gives some
alternative proofs to obtain their results. Particularly in view of the haz-
ard rate ordering, we compare two systems with different structures and
components, which extends Theorem 8 in Navarro et al. (2005). We also
compare two systems with different structures and components in view of
the likelihood ratio ordering. Some illustrative examples are mentioned.
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1 Introduction
A system consist of n components is said to be coherent if every component
of the system is relevant and the system is monotone (see the definition and a
thorough study of coherent systems in Barlow and Proschan, 1975). Let the
nonnegative and absolutely continuous random variables X1, . . . , Xn and T =
ϕ(X1, . . . , Xn) be the component lifetimes, and the lifetime of the system,
respectively. We note that T ∈ {X(1:n), . . . , X(n:n)} with probability one,
where X(i:n) represents the ith order statistics of component lifetimes, i =
1, 2, . . . , n. Regarding stochastic ordering of order statistics, several authors
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2 A Note on the Comparisons Among Coherent Systems

have obtained various results (see for example Navarro (2008), Ma (1998),
Boland et al. (1998) and Boland et al. (1994)). Most of their results are
useful for studying of the aging properties and reliability analysis of those
coherent systems which have exactly an order statistic equivalent for their
lifetimes. For example T is X(n−k+1:n) when the system has a k-out-of-
n structure. For some aging properties of such systems see e.g. Asadi and
Bayramoglu (2005, 2006), Li and Zhao (2006) and Khanjari (2008). By using
the concept of system’s signature, a coherent system which has no k-out-of-
n structure, can be studied via the k-out-of-n systems. Hence this concept
plays an important role in the reliability studies of the coherent systems.
Samaniego (1985) defined the signature of a coherent system of order n as
the probability vector p = (p1, . . . , pn) where

pi = P (T = X(i:n)) i = 1, . . . , n. (1)

When Xi’s are independent and identically distributed (i.i.d.), he showed
that a coherent system is in fact a mixture of k-out-of-n systems with weights
pi’s, that is

P (T > t) =

n∑
i=1

piP (X(i:n) > t). (2)

Using this Kochar et al. (1999) obtained some ordering properties of coherent
systems with i.i.d. components whose signatures are ordered. Navarro et
al. (2005) extended their results to coherent systems with exchangeable
components.

This article considers some alternative methods to obtain their results
as well. We obtain the conditions that can be used to compare the systems
with different structures and components in view of the hazard rate ordering
and likelihood ratio ordering. These extend some results in Navarro et al.
(2005).

2 Main Results
In this section we compare the lifetimes of the coherent systems in view
of the usual stochastic ordering, hazard rate ordering and likelihood ratio
ordering. For a comprehensive study on stochastic ordering see Shaked and
Shanthikumar (1994).
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Let Xi, T = ϕ(X1, . . . , Xn), X(i:n) and pi = P (T = X(i:n)), i = 1, . . . , n
are defined as in Section 1.

In the following theorem we show that two events {X(i:n) > t} and {Xπ1 <
Xπ2 < · · · < Xπn} are independent, where {π1, . . . , πn} is a permutation of
positive integers {1, . . . , n}.

Theorem 1. Suppose X1, . . . , Xn are nonnegative and absolutely continuous
and exchangeable random variables, (that is the joint distribution of any
permutation of Xi’s is the same) and let X(i:n), i = 1, . . . , n be ith order
statistic and π is an arbitary permutation of numbers {1, . . . , n}. Then for
t > 0 two events {X(i:n) > t} and {Xπ1 < Xπ2 < · · · < Xπn} are independent.

Proof. In view of exchangeability assumption it is enough to show that

P (X1 < X2 < · · · < Xn, X(i:n) > t) = P (X(i:n) > t)P (X1 < X2 < · · · < Xn).

We have

P (X(i:n) > t) = P (X1 > t, . . . ,Xn > t) + nP (X1 < t,X2 > t, . . . ,Xn > t)

+

(
n

2

)
P (X1 < t,X2 < t,X3 > t, . . . ,Xn > t) + · · ·

+

(
n

i− 1

)
P (X1 < t,X2 < t, . . . ,Xi−1 < t,Xi > t,

Xi+1 > t, . . . ,Xn > t)

= n!{P (t < X1 < X2 < · · · < Xn)

+ P (X1 < t < X2 < · · · < Xn)

+ P (X1 < X2 < t < X3 < · · · < Xn) + · · ·
+ P (X1 < X2 < · · · < Xi−1 < t < Xi < · · · < Xn)}

= n!P (X1 < X2 < · · · < Xn, X(i:n) > t).

Therefore

P (X1 < X2 < · · · < Xn, X(i:n) > t) =
1

n!
P (X(i:n) > t).

So

P (X1 < X2 < · · · < Xn, X(i:n) > t) = P (X1 < X2 < · · · < Xn)P (X(i:n) > t).

Hence the proof is completed.
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4 A Note on the Comparisons Among Coherent Systems

Theorem 1 is not true in non i.i.d. case. See the following example.

Example 1. Suppose X1 and X2 are two independent random variables
which are uniformly distributed on (0, 1) and (0, 2), respectively. For 0 <

t < 1 it is easy to see that P (X1 < X2) = 3
4 and P (X(1:2) > t) = t2−3t+2

2

whereas P (t < X1 < X2) =
t2−4t+3

4 . That is for π = {1, 2} and i = 1, two
events {X(1:2) > t} and {X1 < X2} are not independent.

In the following lemma we now establish a fundamental property of a
system’s signature.

Lemma 1. Let X1, . . . , Xn be the exchangeable components lifetimes of a
coherent system of order n, and let T be the system lifetime. Then

P (T > t) =

n∑
i=1

piP (X(i:n) > t)

=

n∑
i=1

pi

i−1∑
j=0

(
n

j

)
P (X1 < t, . . . ,Xj < t,Xj+1 > t, . . . ,Xn > t).

(3)

Proof. By using Theorem 1 and in view of Lemma 1 in Navarro and Rychlik
(2007) and Lemma 3.1 in Navarro et al. (2008), the proof of the lemma
follows and hence is omitted.

Remark 1. In i.i.d. case when Xi’s are independent and have a common
distribution function F and survival function F̄ = 1 − F , the equation (3)
reduces to

P (T > t) =

n∑
i=1

piP (X(i:n) > t) =

n∑
i=1

pi

i−1∑
j=0

(
n

j

)
(F (t))j(F̄ (t))n−j .

Now by using Lemma 1, we compare system lifetimes in view of the
usual stochastic ordering. For two system lifetimes T1 and T2, T1 6st T2

(i.e. T1 is smaller than T2 in usual stochastic ordering) if and only if F̄1(t) =
P (T1 > t) 6 F̄2(t) = P (T2 > t), t > 0. For two discrete distributions
p1 = (p11, . . . , p1n) and p2 = (p21, . . . , p2n) on the integers {1, . . . , n}, we
write p1 6st p2 if and only if

∑n
i=j p1i 6

∑n
i=j p2i for j = 1, . . . , n.

Navarro et al. (2005) showed that if p1 and p2 be the signatures of
two coherent systems of order n with exchangeable components, also T1 =
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ϕ1(X1, . . . , Xn) and T2 = ϕ2(Y1, . . . , Yn) be their respective lifetimes such
that (X1, . . . , Xn) 6st (Y1, . . . , Yn) and p1 6st p2 then T1 6st T2. In special
case when T1 = ϕ1(X1, . . . , Xn) and T2 = ϕ2(X1, . . . , Xn) and p1 6st p2 then
T1 6st T2. This extends Theorem 3 in Kochar et al. (1999) which is proved
in i.i.d. case.

The following lemma compares two systems with different components.

Lemma 2. Let p1 and p2 be the signatures of the two systems of order
n with exchangeable components, and let T1 = ϕ1(X1, . . . , Xn) and T2 =
ϕ2(Y1, . . . , Yn). If X(i:n) 6st Y(i:n), i = 1, . . . , n and p1 6st p2 then T1 6st T2.

Proof. It is known that if p1 6st p2 then
∑n

i=1 g(i)p1i 6
∑n

i=1 g(i)p2i for
any increasing function g(i). Let g(i) = P (X(i:n) > t) and since P (X(i:n) >
t) 6 P (Y(i:n) > t) we have

P (T1 > t) =
n∑

i=1

p1iP (X(i:n) > t) 6
n∑

i=1

p2iP (X(i:n) > t)

6
n∑

i=1

p2iP (Y(i:n) > t) = P (T2 > t)

that is T1 6st T2.

Remark 2. Using a different approach the result of Theorem 1 has been
proved in Lemma 1 of Navarro and Rychlik (2007). We also note that the
conditions X(i:n) 6st Y(i:n), i = 1, . . . , n which are used in Lemma 2 are
more weak than the condition (X1, . . . , Xn) 6st (Y1, . . . , Yn) which is used in
Theorem 4 of Navarro et al. (2005).

We now examine the comparing of system lifetimes in view of the hazard
rate ordering which is a stronger ordering than the usual stochastic ordering.
T1 6hr T2 (i.e. T1 is smaller than T2 in the hazard rate ordering) if and only
if the ratio F̄2(t)/F̄1(t) is nondecreasing for t < F−1

1 (1), where F̄1 and F̄2

are survival functions of T1 and T2, respectively. It is equivalent to say that
rT1(t) = f1(t)/F̄1(t) > rT2(t) = f2(t)/F̄2(t) for all t > 0, where rTi(t) and
fi(t) are hazard function and probability density function of Ti, respectively.
For two signatures p1 = (p11, . . . , p1n) and p2 = (p21, . . . , p2n) we say that
p1 6hr p2 if and only if

∑n
i=j p2i/

∑n
i=j p1i is nondecreasing in j.

Navarro et al. (2005) showed that if p1 and p2 be the signatures of the two
systems of order n with exchangeable components, and T1 = ϕ1(X1, . . . , Xn)
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6 A Note on the Comparisons Among Coherent Systems

and T2 = ϕ2(X1, . . . , Xn) be their respective lifetimes such that X(i:n) 6hr

X(i+1:n), i = 1, . . . , n− 1 and p1 6hr p2 then T1 6hr T2. We note that if the
components of the systems are not common, this result may not hold even
if the components of each system are i.i.d. and two systems have the same
structure. See the following example.
Example 2. Suppose T1 = max{X1,min(X2, X3)} and T2 = max{Y1,min
(Y2, Y3)} where Xi’s are independent with distribution function F (x) = 1−
F̄ (x) = x, 0 < x < 1 and Yi’s are independent with distribution function
G(x) = 1 − Ḡ(x) = x2, 0 < x < 1. We note that F 6hr G or equivalently
Xi 6hr Yj for all i and j, (i, j = 1, 2, 3). Hence using Theorem 4.4 in
Boland et al. (1998) we have X(i:3) 6hr Y(i:3) for i = 1, 2, 3. We also have
p1 = p2 = (0, 23 ,

1
3) and for 0 < x < 1 it is easy to see that

P (T1 > x) = 1− F (x)(1− F̄ 2(x)) = x3 − 2x2 + 1 = (1− x)(1 + x− x2).

P (T2 > x) = 1−G(x)(1− Ḡ2(x)) = x6 − 2x4 + 1 = (1− x2)(1 + x2 − x4).

Although P (T2 > x) > P (T1 > x) that is T1 6st T2 but h(x) = P (T2>x)
P (T1>x) =

(1+x)(1+x2−x4)
1+x−x2 is not nondecreasing in x as h(1) = 2< h(0.9), hence T1 ̸6hr

T2.
Example 2 shows that the similar result given in Lemma 2, for comparing

of the systems lifetimes in view of the usual stochastic ordering, is not hold
in view of the hazard rate ordering. In this case we need to add a stronger
condition which is given in the next lemma.

Lemma 3. Let T1 = ϕ1(X1, . . . , Xn) and T2 = ϕ2(Y1, . . . , Yn) be two coherent
systems with exchangeable components. If X(i:n) 6hr Y(j:n) for all i, j =
1, . . . , n, then T1 6hr T2.

Proof. Let p1 = (p11, . . . , p1n) and p2 = (p21, . . . , p2n) be the signatures of
the systems and suppose f(i:n)(t) and F̄(i:n)(t) are probability density and
survival functions of X(i:n) and g(i:n)(t) and Ḡ(i:n)(t) are those of Y(i:n), i =
1, . . . , n. In view of Lemma 1 we have

h(t) =
P (T2 > t)

P (T1 > t)
=

∑n
i=1 p2iP (Y(i:n) > t)∑n
i=1 p1iP (X(i:n) > t)

=

∑n
i=1 p2iḠ(i:n)(t)∑n
i=1 p1iF̄(i:n)(t)

.

On differentiating both sides of the above equation with respect to t we have

h′(t) =

∑n
i=1 p1if(i:n)(t)

∑n
i=1 p2iḠ(i:n)(t)−

∑n
i=1 p1iF̄(i:n)(t)

∑n
i=1 p2ig(i:n)(t)

{P (T1 > t)}2
.
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The numerator can be written as follow
n∑

i=1

n∑
j=1

p1ip2j{f(i:n)(t)Ḡ(j:n)(t)− F̄(i:n)(t)g(j:n)(t)}

where all terms in summations are nonnegative as Ḡ(j:n)(t)/F̄(i:n)(t) is nonde-
creasing in t since X(i:n) 6hr Y(j:n) for all i, j = 1, . . . , n. Therefore h′(t) > 0
and hence h(t) is nondecreasing that is T1 6hr T2. This completes the proof
of the lemma.

Remark 3. Lemma 3 extends Theorem 8 in Navarro et al. (2005). The
structures of the systems are not needed to be the same. We also note that
if T1 = ϕ(X1, . . . , Xn) and T2 = ϕ(Y1, . . . , Yn) such that (X1, . . . , Xn)

st
=

(Y1, . . . , Yn) then p1 = p2 and hence T1
st
= T2. Also if Xi’s, are i.i.d. with

distribution function F and Yi’s, are i.i.d. with distribution function G again
p1 = p2 and if F 6st G then T1 6st T2. But as we have seen in Example
2, F 6hr G dose not necessary imply that T1 6hr T2, unless the conditions
of Lemma 3 hold that is X(i:n) 6hr Y(j:n) for all i and j or equivalently
X(n:n) 6hr Y(1:n). Also in Example 2, the conditions of Lemma 3 are not
hold as X(3:3) ̸6hr Y(1:3).

Finally we examine the comparison of system lifetimes in view of the
likelihood ratio ordering which is a stronger ordering than the hazard rate
ordering. T1 6lr T2 (i.e. T1 is smaller than T2 in likelihood ratio ordering)
if and only if the ratio f2(x)/f1(x) is nondecreasing in x, where f1 and f2
are the probability density functions of T1 and T2, respectively. It is well
known that T1 6lr T2 implies that T1 6hr T2 and T1 6hr T2 implies that
T1 6st T2. For two signatures p1 = (p11, . . . , p1n) and p2 = (p21, . . . , p2n) we
say p1 6lr p2 if and only if p2i/p1i is nondecreasing in i.

Navarro et al. (2005) showed that if p1 and p2 be the signatures of the two
systems of order n with exchangeable components, and T1 = ϕ1(X1, . . . , Xn)
and T2 = ϕ2(X1, . . . , Xn) be their respective lifetimes such that X(i:n) 6lr

X(i+1:n), i = 1, . . . , n− 1 and p1 ≤lr p2 then T1 6lr T2.

Remark 4. We note that the above result holds true if we replace T2 =

ϕ2(X1, . . . , Xn) by T2 = ϕ2(Y1, . . . , Yn) when (X1, . . . , Xn)
st
= (Y1, . . . , Yn).

In this case the condition X(i:n) 6lr X(i+1:n) is not required. But in general
if the systems consists different components this result may not hold. See
the following example.
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8 A Note on the Comparisons Among Coherent Systems

Example 3. Suppose T1 = min(X1, X2) and T2 = min(Y1, Y2) where Xi’s
are independent and uniformly distributed on (0, 1), and Yi’s are independent
and have exponential distribution with mean 1. For 0 < t < 1 we have
P (T1 > t) = (1 − t)2 and P (T2 > t) = e−2t. Hence the density functions of
T1 and T2 are f1(t) = 2(1− t), 0 < t < 1 and f2(t) = 2e−2t, 0 < t. Although
P (T2>t)
P (T1>t) = e−2t

(1−t)2
is nondecreasing in t that is T1 6hr T2 but f2(t)

f1(t)
= e−2t

1−t is
decreasing on (0, 12) and is increasing on (12 , 1). Therefore T1 ̸6lr T2.

It is well known that if Xi’s are i.i.d. then X(i:n) 6lr X(i+1:n) for i =
1, . . . , n − 1. Boland et al. (1994) showed that if Xi’s are independent
but not necessary identically distributed then X(i:n) 6hr X(i+1:n) for i =
1, . . . , n− 1. For n = 2 they also constructed a counterexample and showed
that X(1:2) ̸6lr X(2:2). Hence if Xi’s are independent and not identically
distributed then the above mentioned results may not hold.

We now compare two systems with different structures and components.
By using similar argument given in the proof of Lemma 3, it can be easily
shown that if T1 = ϕ1(X1, . . . , Xn), T2 = ϕ2(Y1, . . . , Yn) and X(i:n) 6lr Y(j:n)
for all i and j (i, j = 1, . . . , n) then

f2(t)

f1(t)
=

∑n
i=1 p2ig(i:n)(t)∑n
i=1 p1if(i:n)(t)

is nondecreasing in t as g(i:n)(t)/f(i:n)(t) is nondecreasing in t since X(i:n) 6lr

Y(j:n) for all i and j. That is T1 6lr T2 regardless the systems signatures are
ordered or not.

3 Conclusion Remarks
We considered the stochastic orderings among coherent systems of the same
order and consisting of components with exchangeable lifetimes. The ap-
proach used here is different with that of given by Kochar et al. (1999) and
by Navarro et al. (2005). Particularly in view of the hazard rate ordering,
we compared two systems with different structures and components. We also
compared two systems with different structures and components in view of
the likelihood ratio ordering. The conditions that can be used to compare
the systems with different structures and components, in view of the hazard
rate ordering and likelihood ratio ordering, are obtained. These extend some
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results in Navarro et al. (2005).
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