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A Study on the Class of Chain
Ratio—type Estimators
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Abstract. This paper considers the problem of estimating the population
mean Y of the study variate y using information on different parameters
such as population mean (X), coefficient of variation (C,), kurtosis (8sy)),
standard deviation (S;) of the auxiliary variate x and on the correlation
coeflicient, p, between the study variate y and the auxiliary variate x through
transformation. A class of estimators on the lines of Kadilar and Cingi
(2003) has been defined and its properties are studied to the first degree
of approximation. It“has been shown that the proposed class of estimators
is better than usual unbiased estimator g, ratio estimator yg, ratio-type
estimator ¢ and Kadilar and Cingi (2003) estimator gcr under some realistic
conditions. Numerical illustration is given in support of the present study.

Keywords. Study variate; auxiliary variate; simple random sampling; ratio
estimator; Chain ratio-type estimator.

MSC 2010:.62D05.

1 Introduction

Consider a finite population U = {U;, U, ...,Un} of size N. Let y and z be
the study variate and auxiliary variate, taking values y; and x; respectively
for the ith unit U; (i = 1,2,...,N). The parameter of interest is the pop-
ulation mean Y of the study variate y. The precision of estimators of the
population mean Y can be increased by utilizing advance information about
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188 A Study on the Class of Chain Ratio—type Estimators

a suitable auxiliary variable = correlated with y. Out of many ratio, product,
difference and regression methods of estimation are good examples in this
context. Let X be the known population mean of the auxiliary variate x
and g, T respectively denote the sample means of the variates y and = based
on a simple random sample of size n drawn without replacement from the
population U. Also let:

_ N - _ N g n
S2=(N-1) 1Zj:1 (y —Y)?, SZ=(N-1) 12]-:1 (2, X7, f= %
S2 S2

v v 2 2

(2 = X)(y; = V), 07 =55, Oz =35
and p = Szy/(S:Sy) denotes the correlation coefficient between the study
variate y and the auxiliary variate x.

The classical ratio estimator for the population mean Y of the study

variate y is defined by -
X

Ur = U _— 1

Jr y<j>, (1)

where it is assumed that the population mean X of the auxiliary variate x
is known.

Replacing ¢ by yr in (1)¢Kadilar and Cingi (2003) suggested the chain
ratio-type estimator for population mean Y as

Ycr = YR <§> =y <§> : (2)

Kadilar and €ingi (2003) have shown that the chain ratio-type estimator
yor is more efficient than the usual ratio estimator yg if

Cy 3
’ <_ ’ C) Ty
It is observed in the sampling theory literature that in recent years consid-
erable attempts have been made by various authors to increase precision of
the conventional estimators by using suitable transformation on the auxil-
iary variate z, for instance, see Mohanty and Das (1971), Srivenkataramana
(1978, 1980), Sisodia and Dwivedi (1981), Singh and Tailor (2003), Singh
et al. (2004), Upadhyaya and Singh (1999) and Kadilar and Cingi (2006).
Using the transformation

Y Bt
R=, Soy=N-17"3

2i = nx; + A, 1=1,2,...,N (3)
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on the auxiliary variate x, a ratio-type estimator for population mean Y is

defined by
Z  _(nX+A
tR=y=y<77_ > (4)

where z = (nz + \), Z = (nX + A)andn(# 0), A are either real number or
function of the known parameters of the auxiliary variate x such as the stan-
dard deviation (Sy), coefficient of variation (C;), skewness {3 (x)}, kurtosis
{Ba(x)}, A = (B2(x) — f1(z) — 1) and the correlation coeficient (p) of the
population, see Singh and Agnihotri (2008) and Tripathi and Singh (1992).
Some members of ti are listed in Table 1.

It is well known under simple random sampling without replacement
(SRSWOR) that the variance/mean squared error (MSE) of the sample mean
1y is given by

var() = MSE(7) = #5*2 0=/ Y2ce. (5)

Y n

To the first degree of approximation, the mean squared error of the esti-
mators yr, yor and tr are respectively given by

(1-1)

MSE(gr) =& (S, + R*S; — 2RpS.S,) (6)
= (A=) e 202 _
MSE(jor) = = (S, + 4R*S; — 4RpS,S, ) (7)
1—
MSE(tg) = (nf) (55 v RES4? QT}R*pS;cSy> (8)

where R* =Y /(nX + \).

The plan of this article is as follows. The first section is the introduction.
The class of chain ratio-type estimators tcr has been proposed with its bias
and MSE expressions in Section 2. In Section 3, we have presented the
efficiency comparisons of the proposed estimator tog with estimators ¥, yg,
Jor and tr. An empirical study is carried out in Section 4 to judge the
merits of the suggested class of chain ratio-type estimators tor over other
estimators.
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2 The Class of Chain Ratio-type Estimators

When 3 in (4) is replaced with ¢g, the class of chain ratio-type estimators is
obtained as

tr(nX + )
t = — 9
CR 7]«%"‘)\ ; ( )
we can re-write (9) using (4) as
g(nX + \)?
ynX +X) (10)

tcp = S
CR= Tz a2

which may be further generalized as

(X +A\“

tCR(a)_y<n$+)\> )

where « is a suitably chosen constant, see Srivastava (1967). The optimum

value of av is k{1+\/(nX)}. Rao (1991) calls this generalized form of the es-

timator the repeated substitution estimator. Some members of the estimator
tog are listed in Table 2.

The MSE of the class of chain ratio-type estimator can be obtained using

the Taylor series expansion..In general, this expansion for a function of p
variables can be given as

(11)

p

h(jfl,j:Q, o ,;f'p) . h(Xl,XQ, - ,Xp) + Zdj(.fj — XJ) + Rp()?p, a)
j=1
where
ah(alaa% 7ap)
d; =
aaj
and

where O, denotes the remainder of the Taylor series expansion having terms
of degree higher than two, see Wolter (1985). Omitted the term R,(X,,a),
we obtain the Taylor series method for two variables as
= - Oh(c,d - oh(c,d

ne.) - h(%, V)= POD| gy 2D
ge ey 9d(xv)
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see Lohr (1999). Here

- g : . v
h(l‘,y) = m == RC and h(X,Y) = = 5 — Rc. (13)

From (12) and (13) we can write

B 2Yn(nX + \) - 1 -

Rc_ch (T]X+>\)4 (‘i‘_X)"i_ (g_Y) (14)

Squaring both sides of (14) we have

422 (nX 2
X EN G g
(nX + \)8
1 _
b (j-Y)?
(nX+)\)4(y )

(R. — R.)? =

or

(R.— R.)? = )4{47721%*2(@—)?)2 —dnR*(z—X)(5-Y)+(H-Y)*}.

1
(nX + A
Taking expectation of both sides of (15) we get

1
(nX'+ N4
-0

n(nX + \)*

Il

E(R, — R.)? {4772R*2V(£) — 4nR*cov(Z, §) + V(gj)}

{sj + 4R S2 477R*pSmSy} .

Thus the MSE of to the first degree of approximation is given by

1—
MSE(tcr) = (nf) (sj +4° RS2 — 4nR*pSzSy) (16)

The bias of t¢g is given by
B(t()R) = E(tCR — }7)
= BE{R(nX + N)? = R(nX + )7}

- (UX + A)QE(RC - Rc)
= (nX + A)’B(R,) (17)
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where B(tor) stands for the bias of R.. To the first degree of approximation,
the bias of R, is obtained as follows:

Rc - Rc = h(*@?j) - h(X7Y>

Oh(c,d) ‘ S Oh(c,d) -
= (7 - X) H-Y)
[ de ey 9d lxy)
1 | 8%h(c d)‘ N
P (2 —X)
0%h(c d)‘ - 0?h(cyd) -
g Tl (& X)(5-7) D NG-T)
8dac (X7}7) 8d2 (va)
(18)
We note that Oh(e.d) S
C, _27]
< @) . _ , 19
dc ‘(X ) @X+A)? (19)
Oh(c,d) ’ 1
y 20
2 a2V
8h((:27d)‘ ~_—6n Y4’ (21)
0?h(c,d ‘
’ =0, (22)
0d* | (xv)
and Sh(e.d)
h(c,d —2n
= — 23
Putting (19)-(23) in (18) we have
. Y 1 I | 61°Y
Re—R)= -t (@ X))+ (- V) + 5 —
( TS SISV 5 S VEL g 2{(7;)(“)2
- ™2 4n - V(s
x (z — X) X LN )\)3(m X)g-Y);. (24)

Taking expectation of both sides of (24) we get the bias of R, to the first
degree of approximation as

B(R.) = (1 ; N (an+ NG (3nR*S2 — 2pS.Sy) (25)
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Substitution of (25) in (17) yields the bias of tcr to the first degree of
approximation as
(1-1) U

Bltor) = ~— ==+ Y (3nR*S2 — 2pS,S,) . (26)

The bias of tcr will vanish either (i) the sample size n is large enough, or
(ii) k= 3/2{1 +\/(nX)} L.

The bias term is omitted for the first degree of approximation in the
Taylor series expanssion while obtaining the MSE of the proposed estimator
Tcor.

3 Efficiency Comparison

From (5), (6), (7), (8) and (16) we have

(i)
4(1 —
MSE(5) ~ MSE(tcr) = ARt s2(3 — i)
e ﬁ(ln_—f)nRR*Sg(k —-0)>0 if <k,
(27)
where 0 =nX/(nX +)) and k = 3/R.
(ii) MSE(jr)=MSE(tcr) = L (1 - 20)(1 + 20 — 2k)R2S2 > 0 i
either £ <0< i(2k—1)
or F(2k—1) <0< 3
or equivalently,
) 11 11
(i) MSE(gor) — MSE(tcr) = 2 R252(1 — 0)(1+ 0 — k) > 0 if
either (k—1)<6<1
or 1<fd<(k—1)
or equivalently,

min{l, (k — 1)} < § < max{1,(k—1)} (29)
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Table 1. Some members of the estimator tr

Estimator n A Estimator n A
trRa)y =¥ (%) 1 0 tr(i2) =Y (%;?Ig:) Sz Cy
tri2) =7 (fj_rcc;) 1 Cy tras) =7 (?ﬁ%ﬁ:;) Se Bo)
tr3) =Y ( ;:g;;:;) 1 fow lraa) =Y (%) Ba(z) S
tray =7 (f;(i,f) 1 p tr(1s) = U (%) C. 2
lris) =¥ (i;fgf) 1 Se tr(6) = ¥ (%) p Sz
tre) =Y (%) Ba2(a) Cy trar) =9 (s:qz—i:(:f) Sa P
trey =9 (%) Cy Ba(z) tr(18) =1 ();i;({) 1 X
tris)y =Y (’;ﬁgj) p Cx tr(19) =Y (%’;?I))(() Cs X
trR9) =Y ();g;rpf) Cy P lr(20)0 =9 (ii((;)));i;{) 52(90) X
M) B2(a) P trRe) =7 (Z;L)(() P X

TP (z) P

/N N

PX+52(m)>

PT+B2(0) P ﬁ2(z)

where X (= NX) is the population total of the auxiliary variate z.

(iv)
(30)

N | o
AN
|

MSE(tg) — MSE(tcr) = (1;”93253(2/«—39) >0 if

4 Empirical Study

In this section we have compared the performance of the estimators tp and

tcr with the following data set.
Population I: [Source: Kadilar and Cingi (2006)]
The data consist of 106 villages in the Marmarian region of Turkey in 1999.

The variates are defined as
y = The level of apple production.

x = The number of apple trees (1 unit = 100 trees).
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Table 2. Some members of the chain ratio-type estimator tcr

Estimator n A Estimator n A
tocr() =¥ (%)2 1 0 tcr(2) = ¥ (Ssii:(igj )2 Se Ca
tcriz) =7 ();tg;)Q 1 Cy tcr(13) =Y (2?17/5;(:;)2 Se Ba(z)
lcrz) =7 (;{:522((:)) )2 1 Ba(z) tcr(1a) = ¥ (%)2 Ba(z) Sz
tor) =9 ();15)2 1 P tcras) =¥ (%f%y Cs Sy
tcrs) =Y (ﬁ?g )2 1 Se tor@e) =¥ (%,ﬁ—ssff p Se
tcre) =¥ (iz((j’)ﬁgj )2 Bowy  Ce tcran =¥ (iﬁ?ﬁff S p
tery =¥ (fgjigjjj; )2 Ce  Bo) tor(18) = Y ();I?)Q 1 X
tcrs) =T (f_;tgf)Q p Cy tocr@ao) =7 (%1?1?)2 Cy X
tor@) =¥ (fg:ﬁf)Q Cy p toro) =7 (%)2 B2(z) X
ler(o) = 7§ (%)2 Ba(a) p ter@ey) =¥ (‘:,i:(i)}f)Q p X
toran =9 (%) p Ba(x)

The required values of the parameters are
N =106 n=20, Y =1537, X =243.76, S, =491.89, S, = 64.25,
p =082, By =25.71, k=1.70.

We have computed the percent relative efficiency (PRE) of the estimators
tr() and tope), (i=1 to 21) with respect to usual unbiased estimator § by
using the following formulas

2 —1
PRE(tg@),7) = {1 + R, <§‘;> n; — 2R <p§f”>m} %100, (i =1to 21),
Yy Yy

(31)

2 -1
PRE(topgiy, §) = {1 + 4R7, <§§> n; — 4R <p“;””>m} x100, (i = 1to21)
Yy Y
(32)
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where
=1 for i=1 to 5, 18;
M6 = M0 = M4 = 120 = Ba(a); N7 =mn9 =ms = Mg = Cy,
N8 =M1 = N6 = N21 = P, M2 = m3 = N7 = Sa;
Y Y \%
Ry==, Rg=—— Ry =—o—n,
v=% fo=xra o= T
\% Y Y.
Ripy= —— Ry = ——— Ry = ——at
W= X+p "OTX+s TOT BuX +C)
Y Y Y
R \% B \% R \%
7 (XBauget )0 & T (0X + o) P (XS + Cy)

Rag) = (XCy + X) Ra0) = my Ry = Xp+X)

Findings are shown in Table 3.
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Table 3. PRE of tg(;) and tcg() (i=1 to 21) with respect to g

Estimator PRE(., 3) ‘92) Estimator PRE(., 9) SZ)
tr@) (i=1 to 21) tora) (i=1 to 21)

tr() 226.58°  1.70 tora) 286.73 1.70
tre) 225.21 1.71 tore) 288.59 1.71
tre) 210.73 1.88 ton) 302:62 1.88
tre 226.02 1.70 tor 987.50 1.70
tres) 131.02 5.13 tor) 173.10 5.13
LR(6) 226.52 1.70 tcr(e) 286.80 1.70
tren 218.29 1.79 tone) 296.64 1.79
tre) 994.91 1.72 tondd 988.98 1.72
tRo) 9296.30 1.70 ton) 287.11 1.70
tr(10) 226.56 1.70 te r(10) 286.76 1.70
lr(11) 207.69 1.92 terar) 304.08" 1.92
Lr(12) 226.57 L.70 tor(12) 286.73 1.70
Lr(13) 226.54 1.70 tar(13) 286.78 1.70
tr(14) 214.46 1:83 ler@a) 300.07 1.83
trs) 150.96 3.40 tor(is) 226.58 3.40
tr(16) 126.47 5.88 tcr(16) 161.21 5.88
lr(17) 226.58" 1.70 torar) 286.73 1.70
tR(18) 100.74 181.76 ter(1s) 101.49 181.76
Lr(19) 101.49 90.93 toRr(19) 103.01 90.93
tR(20) 117.05 8.70 tor(20) 137.66 8.70
LR(21) 100.61 221.28 ler(21) 101.22 221.28

*Indicates the largest PRE

It is.observed from Table 3 that the proposed chain ratio-type estimators
toR()s (i=1 to 21) are better than the corresponding ratio-type estimator
tr(i), (=1 to 21) with substantial gain in efficiency. Largest gain in efficiency
is observed by using over usual unbiased estimator y. It is also noted that
the estimator tog(11) is the best followed by ¢ g(14) among all the estimators
listed in Tables 1 and 2.
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