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Abstract 

In many infeasible linear programs it is important to construct it to a feasible problem with a minimum pa-
rameters changing corresponding to a given nonnegative vector. This paper defines a new inverse problem, 
called “inverse feasible problem”. For a given infeasible polyhedron and an n-vector 0x a minimum perturba-
tion on the parameters can be applied and then a feasible polyhedron is concluded.  
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1. Introduction 
 

In the early few years, inverse optimization prob-
lems attracted many operations research specialists 
and different kinds of inverse problems have been 
developed by researchers [1]. Many real linear pro-
grams may be infeasible. The LP/Infeas contains in-
feasible linear programming test problems collected 
by John W. Chinneck, for example, GOSH, GRAN, 
PANG:  these very large, large, and medium size 
models, respectively, problems arose from British 
Petroleum operations infeasible linear models [2,3]. 

This paper introduces a new inverse version prob-
lem. It clarifies how a minimum perturbation on the 
problem parameters of a given infeasible polyhedron 
could be applied and then a feasible polyhedron    
corresponding to an n-vector 0x is concluded.  The 
paper is organized as follows: Section 2 defines the 
inverse feasible problem (IFP) and then an optimal 
solution of IFP is proved. Some numerical examples 
demonstrate the simplicity of applying the procedure 
in section 3. Conclusion remarks are presented in 
section 4.   

 
 

2. Inverse feasibility 
 

Consider the following polyhedron: 

                                   
( ) { }0,:, ≥== xbAxxbAS                                                                                                                 

Where A  is a nm ×  matrix and mb ℜ∈ . Suppose 
that φ=),( bAS . Let 0x  be any nonnegative n-vector.  
Definition. The inverse feasible problem is defined 
as perturb the constraint matrix A  to D  and the right 
hand side vector b  to d such that 0x  be a feasible so-
lution of ),( dDS and 
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mized, where
p

. is some selected pL norm. Without 

loss of generality, this paper considers the 1L norm. 
Therefore the inverse feasible problem corresponding 
to 0x  is as:    
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It is equivalent of the following linear program-

ming: 
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Assume that }0)(:{1 >= ieiI and }0)(:{2 <= ieiI . 
It is obvious that 121 ≥II U , because φ=),( bAS . 
The following theorem gives an optimal solution of 
the inverse feasible problem.  
 
Theorem.  Let { }1: 0 >= jxjJ . An optimal solution 
arises from the following two cases. 

 
Case 1: φ=J . 
 In this case  

⎩
⎨
⎧ ∈−

=

⎩
⎨
⎧ ∈

=

otherwise0
if)(

otherwise0
if)(

2*

1*

Iiie

Iiie

i

i

β

α

 

 
and njmiijij ,,1,,,1,0** KK ==== βα . 
 
Case2: φ≠J . 
 In this case miii ,,1,0** K=== βα . Let  

{ }Jjxx jk ∈= :max 00  and put 
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Proof. Notice that the variables of each constraint in 
the inverse feasible problem does not appear on any 
other constrain. This completes the proof.   

 
 

3. A numerical example 
 

Consider the following simple constraints: 
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Summation of the first and last equations gives the 
infeasible equation 5.22 −=x . The inverse feasible 
problem corresponding to )1,1,1,1(0 =x (arbitrary) is: 
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According to the theorem an optimal solution is 

10,1,3 *
3

*
2

*
1 === αββ  and all other variables are 

equal to zero. So by changing the right hand side val-
ues to 2311 −=−=d  14104,112 32 =+==−= dd , 

0x  becomes a feasible solution for 
),(),( dASdDS = .   

 
 

4. Conclusion 
 

Recent years have seen a great number of re-
searches on the analysis, diagnosis and repair of in-
feasible linear programming models. In many infea-
sible linear programs it is important to construct it to 
a feasible problem with a minimum parameters 
changing corresponding to a given nonnegative vec-
tor. This paper introduces a new inverse version 
problem, called inverse feasible problem. It considers 
a minimum perturbation on the parameters of a given 
infeasible polyhedron and then a feasible polyhedron 
corresponding to an n-vector 0x is concluded.  
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