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          Abstract 

Although knowing the time of the occurrence of the earthquakes is vital and helpful, unfortunately it is still 

unpredictable. By the way there is an urgent need to find a method to foresee this catastrophic event. There 

are a lot of methods for forecasting the time of earthquake occurrence. Another method for predicting that is 

to know probability density function of time interval between earthquakes. In this paper a new probability 

density function (PDF) for the time interval between earthquakes is found out. The parameters of the PDF will 

be estimated, and ultimately, the PDF will be tested by the earthquakes data about Iran. 
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1. Introduction 

Earthquakes are natural events that happen as tec-

tonic stress or energy is released from faults. Faults 

are fractures on Earth's crust. Because of the interac-

tions taking place beneath the crust, some energy is 

added to these faults. As the sum of these energies 

becomes unsustainable, the fault breaks open and 

hence the earthquake occurs [1,10]. 

With time, we may observe a repetitive pattern of 

increasing energy under the Earth's crust and its con-

secutive violet release from the fault. Once an earth-

quake has struck; the energy levels under the Earth's 

crust return to zero. This pattern of energy release 

may repeat itself time and time again.  

Hence, time interval between two earthquakes is 

the same time interval between two releasing of en-

ergy from the fault. Thus knowing the time intervals 

between earthquake occurrences can be helpful for 

the prediction of next earthquake occurrence; even if, 

these time intervals are probabilities. Many research-

ers have studied well-known probability density func-

tions for time intervals between two earthquake oc-

currences, recurrence time of an event, and waiting 

time to the next event. Some of them are pointed as 

follows: 

A slip-predictable stochastic model was presented 

based on Markov renewal theory by Kiremidjian et al. 

Times between successive events are assumed to be 

Weibull-distributed with an increasing hazard rate. 

The model forecasts probabilities of earthquake 

occurrences conditioned to the time of occurrence of 

the last event along the Middle America Trench, 

Mexico [8].   

Ferraes [4] believes that the determination of the 

probability distribution of recurrence times is the 

most important problem in the calculation of long-

term conditional probabilities for the recurrence of 

large and great earthquakes. Hence, four different 

distributions were characterized by the property of 

maximum entropy, as possible laws for recurrence 

times of the largest earthquakes: uniform, exponential, 

Gaussian and log-normal in the west-northwestern 

zone of the Hellenic arc from 1791 to 1983.  

The time distribution of main shocks, time intervals 

and seismotectonic segments of the Aegean area, was 

tested against the Poisson and negative binomial 

(Pascal) theoretical models [3].   

Statistical analysis of seismicity data for the period 

1907-1985 for events with magnitude M � 6.0 in the 

Hindu Kush and its vicinity were carried out to dis-

cuss the distribution characteristics of events and 
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seismicity variation using a stationary model of seis-

micity rates. The analysis reveals that the occurrences 

of earthquake follow Poisson's distribution [13].   

Uniform, semi-Gaussian, Rayleigh, Weibull and 

lognormal statistical distributions of interval times 

and expected time to the next earthquake were com-

pared by Sornette et al. [15]. Statistics of the recur-

rence times of great earthquakes at the Pacific sub-

duction margins were made by Rikitake [12]. The 

probabilities of a great earthquake recurring in each 

zone are estimated on the basis of Weibull distribu-

tion analysis.   

Refer to [16] for more references about the prob-

ability density functions of earthquake occurrences. 

These researches have continued during the last dec-

ade. Some of them are pointed as follows: 

Ferraes [5] proposes a new method to estimate the 

time interval t for occurrence of a new large earth-

quake in Tokyo area using the probability distribution 

of recurrence times as described by the exponential, 

Weibull and Rayleihg probability densities form.  

Kutch region of Gujrat is one of the most seismic 

prone regions of India. The probabilities of occur-

rence of large earthquake ( 6≥M and 5≥M ) in a 

specified interval of time for different elapsed times 

were estimated on the basis of observed time-

intervals between the large earthquakes ( 6≥M and 

5≥M ) using three probabilistic models, namely, 

Weibull, Gamma and Lognormal by Tripathi [17].   

Also see [2,6,9] for more references about the 

probability density functions of earthquake occur-

rences. 

In this paper, a new PDF for time intervals between 

earthquake occurrences is obtained. The Obtained 

PDF is different from the probability density func-

tions used by the mentioned researchers. In the next 

sections, first, the method of obtaining the new PDF 

will be explained. Next, it is proved that the obtained 

function is a probability density function, and then 

the Mean and Variance of the PDF are obtained. In 

section of validation, both the history data of Iran 

area and a null hypothesis are used to prove that the 

PDF is valid. Finally, the proposed PDF is compared 

with other probability density functions.   

2. Finding probability density function 

Consider following symbols: 

iy  A quantity of cumulative energy on the time in-

terval ],1[ ii −  

nU  Total cumulative energy during the time interval 

],0[ n  

0µ  Mean of cumulative energy on the time interval 

],1[ ii −  

2
0σ  Variance of cumulative energy on the time in-

terval ],1[ ii −  

w  Maximum level of energy endurable  

N  A random variable that shows the number of 

times which energy is cumulated, and n  is the 

value of this random variable.  

Then,  

�
=

=
n

i

in yU
1

.        (1) 

Define: )(),( wUPwnG n >= . 

If ∞→n then 0→∆ t , where t∆  is the time in-

terval between two cumulating energy. Therefore, 

based on CLT (Central Limitation Theorem) it can be 

written as follows:  

 

)()( wUPnNP n ≥=≥ .      (2) 

 

The above equation describe that the probability of 

accumulating energy more than w is equal to the 

probability that the number of accumulating energy is 

more a specific number as n , thus: 
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where Φ  is standard normal cumulative distribution 

function.  

Therefore, corresponding to above equations, it can 

be written other equations as follows: 
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Where )(tG  is survival function. 

Therefore [7]:  
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Where )(tf  is probability density function for 

time interval between earthquakes, subject to t  is a 

random variable as time between two successive 

earthquakes, also ba,  are the parameters of the PDF. 

Lemma 1. The function defined as above is a PDF. 

 

Proof. Corresponding to the above definition, tba ,,  
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The PDF is named as Jalali & Sadeghian PDF 

(JSPDF). 

3. Cumulative distribution function of the JSPDF 

and its parameters 

Consider Equation (6), it is clear that cumulative 

distribution function of the JSPDF (JSCDF) is as be-

low [7]:   
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Lemma 2. In the JSPDF: 
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Proof. Consider:  
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If X  is a random variable with standard normal 

PDF, then t  has JSPDF to notice the Equation (6). 

For obtaining mean and variance of JSPDF, obtaining 
22 )()()(),( tEtEtVartE −=  suffices. Then consider: 
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Also, if )(xf  be an odd function, 

then 

−
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a

a
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So, because abxax 422 +  is an odd function, 

then: 
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It is clear that [11]:  
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4. Application and validation of JSPDF 

In the previous section, in which JSPDF was ob-

tained, the PDF had two parameters as ba, . Al-

though JSPDF was employed for the data collected 

from just one fault, it can be applicable for the pieces 

of information from more than one fault. For example, 

information of earthquakes in all of Iran from 1973 to 

2006 has been selected. The information has been 

collected from United States Geology Sciences Cen-

ter site as below: 

Http://www.neice.cr.usgs.gov/neis/epic/epic-

rect.htm. 

The information consisted of both foreshock data 

and aftershock data [10], so, first the data were fil-

tered and the number of the data decreased from 4004 

to 2606 [1].  

Needed parameters have been computed as below: 
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Consider: 
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Chi-square test is applied on the data and its p-

value equals to 0.3242 and then 0H  is accepted when 

α  level is equal to 0.05. 

Therefore the Iran earthquakes data follow from 

JSPDF. Of course these data were of some different 

faults. The JSPDF acquires more satisfactory and re-

liable results, when employs data from just one fault. 

Without considering the JSPDF, the Iran earth-

quakes data have been fitted by other known distribu-

tions. The fitness concluded that the data follow from 

Gamma density function with parameters 

7682.0=α , 0528.6=β . The Gamma density 

function was tested by chi square test and its p-value 

is equal to 0.15, so, 0H  is accepted when α  level is 

equal to 0.05. 

 

5. Conclusion 

In this paper a probability density function for time 

interval of earthquakes data was found out, and the 

PDF named as JSPDF. Then, the parameters of 

JSPDF by 
2,σµ  have been obtained and The JSPDF 

was tested with the time interval of the Iran earth-

quakes data from 1973 to 2006, and the test was ac-

cepted by chi-square test. Next, the data were fitted 

with the Gamma density function. Therefore the time 

interval of every earthquake data follow from JSPDF, 

the Iran earthquakes data follow also from both 

JSPDF and Gamma PDF. 
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