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Abstract

This paper aims to study the locomotive assignment problem which is very important for railway companies, in
view of high cost of operating locomotives. This problem is to determine the minimum cost assignment of
homogeneous locomotives located in some central depots to a set of pre-scheduled trains in order to provide
sufficient power to pull the trains from their origins to their destinations. These trains have different degrees of
priority for servicing, and the high class of trains should be serviced earlier than others. This problem is modeled
using vehicle routing and scheduling problem where trains representing the customers are supposed to be
serviced in pre-specified hard/soft fuzzy time windows.
A two-phase approach is used which, in the first phase, the multi-depot locomotive assignment is converted to a
set of single depot problems, and after that, each single depot problem is solved heuristically by a hybrid genetic
algorithm. In the genetic algorithm, various heuristics and efficient operators are used in the evolutionary search.
The suggested algorithm is applied to solve the medium sized numerical example to check capabilities of the
model and algorithm. Moreover, some of the results are compared with those solutions produced by branch-and-
bound technique to determine validity and quality of the model. Results show that suggested approach is rather
effective in respect of quality and time.

Keywords: Locomotive assignment problem, Vehicle routing and scheduling, Fuzzy time windows, Genetic
algorithm

Background
The rail transportation industry has many problems that
can be modeled by mathematical programming and
solved using soft computing techniques. But the research
in railroad scheduling has experienced a slow growth
(Ahuja et al. 2005). A growing interest for using
optimization techniques in railroad problems has
appeared in the operation research literature (see, e.g.,
Brannlund et al. (1998) and Cordeau et al. (1998)). One
of the most important problems in rail transportation in-
dustry in view of operating costs is locomotive assign-
ment or locomotive routing and scheduling problem.
Because the considerable cost usually is paid by rail
companies for operating the locomotives according to
the properly assignment plan that has a direct impact on
operating cost, punctuality and performance, which in
turn affect customers' satisfaction, finding a way to

design a proper locomotive assignment and scheduling
policy can be an important decision in railroad compan-
ies. The planning stage in railroad scheduling is divided
to strategic, tactical and operational planning. These
stages are in accordance with the length of the respect-
ive planning horizon and the temporal impact and rele-
vance of the decision. According to these levels of
planning, locomotive scheduling is the final stage of the
railroad scheduling and depends on incoming requests,
but with this assumption, engines and crews are rostered
and appropriate cars are available. It must be mentioned
that this paper is a complementary version of our recent
researches (Ghoseiri and Ghannadpour 2009a; Ghoseiri
and Ghannadpour 2010) about the locomotive assign-
ment problem. Ghoseiri and Ghannadpour (2009a) sug-
gested the solving of the general locomotive planning
(or scheduling) that is one of the most attractive topics
in operation research by vehicle routing problem.
Ghoseiri and Ghannadpour (2010) extended the pre-
vious research and tried to study the multi-depot
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homogenous locomotive assignment with more real-life
assumptions. This model was formulated by vehicle rout-
ing problem with time windows (VRPTW) and solved
heuristically by an efficient hybrid genetic algorithm. This
paper, in continuation of previous researches, tries to con-
sider the different degrees of priority of trains for servicing
using the concept of fuzzy time windows.
As mentioned earlier, few references can be found in

the literature regarding operation research for assign-
ment of locomotives to trains. A version of the problem,
where a single locomotive must be assigned to each
train, no deadhead is allowed, and no maintenance
requirements are taken into account was addressed by
Forbes et al. (1991). In an earlier paper, Florian et al.
(1976) introduced an integer programming model based
on a multi-commodity network for the case where sev-
eral locomotives can be assigned to each train. Ziarati
et al. (1997) extended Florian et al. (1976) formulation
to include almost all the operational constraints encoun-
tered at CN North America. Ahuja et al. (2005) pre-
sented the real-life locomotive scheduling faced by CSX
transportation (Jacksonville, Florida), a major US rail-
road company. They considered the planning version of
the locomotive scheduling model, where there were mul-
tiple types of locomotives and needed to decide the set
of locomotives to be assigned to each train. A Benders
decomposition approach to the locomotive assignment
problem can be found in Cordeau et al. (2000). In a sub-
sequent paper, Cordeau et al. (2001a) extended the pre-
vious work with various real-life constraints, such as
maintenance. Rouillon et al. (2006) presented an effi-
cient backtracking mechanism that can be added to
this heuristic branch-and-price approach. Moreover,
Vaidyanathan et al. (2008b) developed new formula-
tions for the locomotive planning problem (LPP). In
this paper, new constraints were added to the plan-
ning problem desired by locomotive directors, and
additional formulations necessary to transition solu-
tions of models to practice were developed. Also, two
formulations namely consist formulation and hybrid
formulation were suggested for this generalized LPP.
In this area, Vaidyanathan et al. (2008a) developed

robust optimization methods to solve the LPP. In this
paper, two major sets of constraints were considered
and should have satisfied by each locomotive route:
(1) locomotive fueling constraints, which requires that
every unit visit of a fueling station be conducted at
least once for every F miles of travel, and (2) locomo-
tive servicing constraints, which require that every
unit visit of a service station be conducted at least
once for every S miles of travel. This problem was
formulated as an integer programming problem on a
suitably constructed space-time network, and it was
shown that this problem is NP-complete. Other

important locomotive assignment papers can be found
in Cordeau et al. (2001b), Fioole et al. (2006), Lingaya
et al. (2002), etc.
As mentioned earlier, the model that is considered in

this paper is presented using the vehicle routing and
scheduling problem in which the trains are supposed to
be serviced in pre-specified hard/soft fuzzy time win-
dows. This problem is an important variant of vehicle
routing problem (VRP) with adding time window con-
straints to the model in which a set of vehicles with lim-
ited capacity is to be routed from a central depot to a
set of geographically dispersed customers with known
demands and predefined time windows in order that
fleet size of vehicles and total traveling distance are
minimized, and capacity and time windows constraints
are not violated. Usually, in real world VRPs, many side
constraints appear. Because of many applications of dif-
ferent kinds of VRP problems, many researchers have
focused to develop solution approaches for these pro-
blems. We can find useful techniques for the general
VRP in Bräysy and Gendreau (2001), Laporte and Semet
(1999), and Pisinger and Ropke (2007). In this area,
Czech and Czarnas (2002) solved VRPTW with simulated
annealing, and Gambardella et al. (1999) applied multiple
ant colony system for VRPTW. Alvarenga et al. (2007),
Berger and Barkaoui (2003), Ghoseiri and Ghannadpour
(2009b), and Tan et al. (2006) used genetic algorithm for
VRPTW. Other very good techniques and applications of
VRPTW can be found in Cerda and Dondo (2007),
Crevier et al. (2007), Irnich et al. (2006), Kim et al. (2006),
Li et al. (2005), and Tan et al. (2007). As mentioned earlier,
this paper uses the concept of fuzzy approach to consider
the different degrees of priority of trains for servicing. This
concept is known as fuzzy time windows in the literature
of VRP models in which the customers hop to be served
at desired time if possible. The most important studies
in this area can be found in Sheng et al. (2006) and
Cheng et al. (1996). According to literature, the sug-
gested model based on VRPTW with fuzzy concept is
NP-hard, and due to the intrinsic difficulty of the problem,
heuristic methods are most promising for solving it. In
this paper, among the number of solving methods which
were explored, genetic algorithm is examined in greater
depth and combined with other heuristics to solve the
suggested model.
The remaining parts of paper are organized as follows:

‘Locomotive assignment with train precedence’ section
defines the locomotive assignment problem with fuzzy
time windows. ‘Solution procedure’ section introduces
the hybrid genetic search algorithm to solve the prob-
lem. ‘Numerical example and results analysis’ section
discusses the model validation and computational com-
plexity of the proposed method, and ‘Conclusion’ section
provides the concluding remarks.

Noori and Ghannadpour Journal of Industrial Engineering International 2012, 8:9 Page 2 of 13
http://www.jiei-tsb.com/content/8/1/9

www.SID.ir

www.SID.ir


Arc
hive

 of
 S

ID

Results and discussion
This section describes computational experiments car-
ried out to investigate the performance of the proposed
GA. The algorithm was coded in MATLAB 7 and run
on a PC with 1.6-GHz CPU and 512-MB memory. In
this section, a complete randomly generated medium
size problem is considered as a numerical example. Be-
fore solving and analyzing this problem, the validity and
quality of suggested method should be checked. So, a
few small- and medium-sized problems are created and
solved by branch-and-bound (B&B) technique. The solu-
tions yielded by the exact optimization technique are
compared with those of the hybrid algorithm in general
approach. Table 1 summarizes the results.
The times that are reported in column CPU time

(Loco-GA) are the times to find the best solutions of
each test problem during the 600 generations. In com-
parison with the exact solution of branch-and-bound
technique, the hybrid GA algorithm has a zero percent-
age of error and drastically reduces the CPU time for
the generated test problems. Also, in order to determine
computational complexity of the algorithm, 15 instance
problems are solved ranging from 10 to 100 trains which
the produced results are illustrated in Figure 1. With
reference to results, the computational complexity of the
algorithm falls between n2 and nlog (n), i.e., the hybrid
genetic algorithm solve a NP-hard problem in a polyno-
mial time computation that is an advantage for the
algorithm.
Now, a randomly generated medium size problem

should be considered. It includes 80 nodes and 40 trains
per day in a weekly planning horizon. Ten trains are
considered high class, and the fuzzy time windows with
different widths are considered for them. These trains
have to be serviced without any delay, and their satisfac-
tion for receiving services should be maximized. A max-
imum permissible operating time of 18 h is defined for

all the trains running in the planning horizon, and main-
tenance time for each locomotive is assumed to be 6 h.
The locomotive speed is variable at different points of
route in accordance with a normal probability distribu-
tion from 45 to 65 km/h. At first, this problem is solved
in which all trains are considered normal, and they have
classical time windows. Then, 10 trains are selected ran-
domly, and they are supposed to be high class with dif-
ferent fuzzy time windows. So, at first stage, nine
locomotives are needed to service all trains with classical
time windows. The total traveling time of this solution is
64.93 h; total traveling distance is 3,386.4 km; and the
total waiting time is 8.4 h. Also, the order of servicing is
shown in Figure 2.
With reference to Figure 2, each locomotive according

to its constructed route services to the trains en route.
For instance, the sixth locomotive starts its journey at
depot and hauls trains 21, 39, 28 and 5 to their destina-
tions and then returns to the central depot for its rou-
tine daily maintenance. In fact, the sixth locomotive
goes to the origin node of the 21st train zone and hauls
the train to its destination, and then goes to the origin
node of the 39th train zone and keeps on going, i.e., the
sixth route is as follows:

O21;D21;O39;D39;O28;D28;O5;D5f g:

At the second stage, ten trains are selected randomly,
and they were considered as high priority trains. These
trains are highlighted in Figure 2. According to these
changes, the locomotive assignment model was solved
again, and the produced result is shown in Figure 3.
According to this figure, nine locomotives are needed

for serving all trains. The total traveling time of this so-
lution is 65.93 h, total traveling distance is 3586.7 km
and the total waiting time is 6.15 h. Also, the order of
servicing is changed to maximize the satisfaction rate of

Table 1 Comparing the results with exact solutions

Problem number Input size (nodes) CPU time Fitness value Percentage of error

Loco-GA B&B Loco-GA B&B

1 4 0.10 s 2 s 51.25 51.25 0%

2 8 0.14 s 21 s 67.5 67.5 0%

3 8 0.23 s 56 s 93.80 93.80 0%

4 12 0.29 s 9 min 59.45 59.45 0%

5 12 0.25 s 8.5 min 126.90 126.90 0%

6 16 2 s —————a 65.7 65.7 0%

7 16 6.6 s —————a 154.34 ————— —————

8 16 5 s —————a 130.55 ————— —————

9 20 3.1 s —————a 70.35 ————— —————

10 20 3.3 s —————a 202.85 ————— —————
aThe optimizer is unable to solve the problem within 24 h of running.
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trains with high degree of priority. Considering the ten
high class trains, the summation of satisfaction rate for
this solution is 30.7, while this rate for the solution of
Figure 2 is 27.1. So, the algorithm tries to change the
servicing arrangement of trains to earn more value of
satisfaction. For example, for train 7 which is considered
as high priority train, the satisfaction rate was 0.27 in
previous solution and increased to 0.61 in the new solu-
tion by changing to arrival time of locomotive and ser-
vicing arrangement. Hence, the suggested algorithm for
serving the trains tries to maximize the satisfaction rate
of high priority trains considering the other objectives,
namely, traveling time, distance and waiting time.
Moreover, an operator deletion-retrieval strategy is

executed to probe the efficiency of the inner working of
the suggested method. According to this strategy,

genetic operators are eliminated one at a time and each
time. Algorithm is put into run, and convergence behav-
ior is studied and compared with the operator retrieved.
Figure 4 summarizes the analysis of the operator's effect
on convergence behavior of the hybrid genetic algorithm
for a test problem.
According to Figure 4, the hill climbing operator has

the main role to improve the chromosomes obtained
through crossover and mutation, and it works highly ef-
ficient. Figure 4 shows that all the inner components of
the hybrid genetic algorithm work properly and indicate
good behavior of convergence towards the best
solutions.
As mentioned earlier, this paper used an adaptive mu-

tation probability scheme, which changed the mutation
probability as the standard deviation of the population

Figure 1 Typical routes with and without waiting time.

Figure 2 Best solution of problem in 600 generations (classical time windows).
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fitness changes. This scheme was proposed to maintain
and control the diversification of population in each
generation. Figure 5 illustrates the behavior of this
scheme in the first 200 generations of a test problem.
According to this figure, the mutation probability (up-
side schema) should be increased when the diversifica-
tion of population is decreased. Also, this probability
should be decreased to maintain the population diversifi-
cation when the standard deviation of the population fit-
ness changes is increased.
As mentioned earlier, this paper tried to check the ef-

fectiveness of other crossover operators, namely, route
exchange crossover (REX) versus the heuristic and
merge crossover (HMX). To check the efficiency of
these operators, a comparison is undertaken between
these operators and partially mapped crossover (PMX)
which is the common operator for sequential problem
like TSP and VRP. Figure 6 illustrates this comparison.
Unlike PMX and HMX, which were used in our recent

research (Ghoseiri and Ghannadpour 2010), the REX
that is suggested in this paper produces better solution
and works properly than them. Eventually, produced
results show that suggested approach is quiet effective in
respect of quality and time.

Conclusion
This paper presented the locomotive assignment prob-
lem which is very important for railway companies, in
view of high cost of operating locomotives. This problem

was to determine the minimum cost assignment of
homogeneous locomotives located in some central
depots to a set of pre-scheduled trains in order to pro-
vide sufficient power to pull the trains from their origins
to their destinations. These trains had different degrees
of priority for servicing, and the high class of trains
should have serviced earlier than others. This problem
was modeled using vehicle routing and scheduling prob-
lem where trains performed as customers, and they
should have serviced in pre-specified hard/soft fuzzy
time windows.
A two-phase approach was used in which, in the first

phase, the multi-depot locomotive assignment was con-
verted to a set of single depot problems, and after that,
each single depot problem was solved heuristically by a
hybrid genetic algorithm. In the genetic algorithm, vari-
ous heuristics and efficient operators were used in the
evolutionary search.
In suggested algorithm, the push-forward insertion

heuristic (PFIH) was used to determine the initial solu-
tion, and λ-interchange mechanism was used for neigh-
borhood search and improving method. Moreover, new
crossover operator was suggested and it was shown that
it worked more properly than the old operators.
The suggested algorithm was applied to solve the

medium-sized numerical example to check capabilities
of the model and algorithm. Moreover, some of the
results were compared with those solutions produced by
branch-and-bound technique to determine validity and

Figure 3 Best solution of problem in 600 generations (ten high class trains).

Figure 4 Inner working of method under the operation of different operators.
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rithm was efficient and solved the problem in a polyno-
mial time.

Methods
Locomotive assignment with train precedence
The problem includes a set of homogeneous locomo-
tives, a set of depots where locomotives are initially
located, and a set of pre-scheduled trains with different
degrees of priority (e.g., normal passenger trains, high
speed trains, freight trains, etc.). As mentioned earlier,
this problem is modeled by VRPTW. In this model, the
trains act as customers of a VRPTW that should be ser-
viced in their time windows. It is assumed that, accord-
ing to a pre-planned schedule, origin and destination
nodes for each of the trains are known during the T-
days planning horizon. It is worth noting that trains
(customers) in this network have two coordinates of ori-
gin and destination. For each train (Ci), there exists an
origin-destination pair node (Oi, Di). Distance between
the destination node of train i and the origin node of
train j is considered to be the distance between Ci and
Cj. Therefore, the network is asymmetrical which means
that the distance between train i and train j is not equal

to the distance between train j and train i. Figure 7 is a
typical output of this problem.
Two parameters are assigned to each arc: DD(i)O(j) as

the distance between train i and j, and tD(i)O(j) as the
travel time between train i and j. In this network, the set
of depots (e.g., P depots) are considered as central zones
that provide the neighboring zones (current customers
or trains) with locomotives.
Each locomotive k starts its journey from a depot and

reaches to the origin of train i and hauls the train to its
destination. Afterward, it is decided for locomotive k
whether it should return to its home depot or be dis-
patched to the origin node of another train. The factor
which forces the locomotive to return to its home depot
is the maximum allowable operating time. It is assumed
that total operating time for each locomotive is less than
or equal to the pre-determined maximum operating
time. The maximum allowable daily operating time for
locomotive k is calculated as follows:

rk ¼ 24� zk ; ð1Þ

where, zk is the daily routine maintenance and service
time on locomotive k. Therefore, as long as the

Figure 5 Inner working of method under the operation of different operators.

Figure 6 Comparison between REX, HMX, and PMX.

Noori and Ghannadpour Journal of Industrial Engineering International 2012, 8:9 Page 6 of 13
http://www.jiei-tsb.com/content/8/1/9

www.SID.ir

www.SID.ir


Arc
hive

 of
 S

ID
locomotive is allowed to operate, it will proceed to its
journey in the network to service the customers, and
after that, it will return to its home depot. As mentioned
earlier, not exceeding the maximum travel time is con-
sidered as a condition of feasibility of the solution. An-
other basic and important constraint in this problem is
the time window assigned to each train, so that the train
must be serviced in this time window; based on the
punctuality and operating class of railroads, time win-
dows width can be tightened or loosened for the trains.
It is assumed that, if locomotive k arrives at train i be-
fore the earliest time of its service initiation, ei, it must
wait until ei which represents idleness and undesirable
state for locomotive k, and it will appear as a penalty
term in the cost function. But if locomotive k arrives at
train i after the latest time of its service initiation, li, due
to the delay in servicing, it will increase the cost func-
tion as another penalty term. In this paper, it is assumed
that delay in service is not allowed to the trains. In other
words, assigning locomotives without delay in service is
considered as another condition of feasibility of the solu-
tion. So, the starting time of each train is calculated as
follows:

ti ¼ ei if ti�1þfi�1þri�1;i≤ei
ti�1þfi�1þri�1;i Otherwise ;

n
ð2Þ

where fi is the service time for train i that is equal to the
travel time of train i between its origin and destination
nodes. Also ri−1,i is the travel time between the train
i− 1 and i.
As mentioned earlier, this paper uses the fuzzy time

windows for considering the different degrees of train
priority for servicing. In classical time window, each
train has the same satisfaction during the time win-
dow for servicing. This time window is shown in
Figure 8.
This classical time window cannot meet the need of

the real life, and it does not reflect the train's preference
for receiving the services, as each train might prefer to
be serviced at a certain time within the time window.
Figure 9 shows the typical fuzzy time window that can
reflect the train's preferences for servicing.

According to this figure, the classical time window is
changed to the triple time window [ei, ui, li]. For ex-
ample, if a train is served at its desired time, the grade
of its satisfaction is 1; otherwise, the grade of satisfaction
gradually decreases along with the increase of difference
between the arrival time of locomotive and desired time.
The grade of satisfaction will be 0 (no satisfaction) if the
arrival time falls outside the time interval. The member-
ship function of train i or μi(ti) represents the grade of
satisfaction when the start of service time, ti, is defined
as follows:

μiðtiÞ ¼

0 ti < ei
ti � ei
ui � ei

ei≤ti≤ui

li � ti
li � ui

ui≤ti≤li

0 ti > li

8>>>>><
>>>>>:

ð3Þ

This paper uses the fuzzy time windows to represent the
different degrees of trains' priority, e.g., between freight
and passenger trains or different classes of passenger
trains. In this case, the low class of trains is considered to
be having the classical time windows. It means that the
satisfaction of these trains is full during the time window.
So, the trains with high priority have the narrow fuzzy
time windows, and the desired time (ui) is nearest to the
earliest arrival time of train i (ei) in which this fuzzy time
window is tolerable for lateness but less tolerable for earli-
ness. These two attributes (narrow window and less toler-
able for earliness) represent that the high priority trains
want to be received as locomotive as soon as possible to
start the travel. If it is desirable for the decision maker, the
servicing of some trains with at least satisfaction rate α%,
the α-cut approach can be used for changing the fuzzy
time windows to classical one with acceptable satisfaction
rate. Figure 10 shows this point. According to this figure
for these trains, the time window [ei, ui, li] is changed to
[e′i, l′i] based on Equation 4:

e′i ¼ α ui � eið Þ þ ei
l′i ¼ �α li � uið Þ þ li

ð4Þ

Moreover, in this problem, it is assumed that K0 loco-
motives are initially located at each depot, and then the

Figure 7 Typical output for the locomotive routing and scheduling problem.
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optimum numbers of locomotives are determined for
each depot by solving the model. It is worth noting that
the number of set routes in network is equal to the
number of locomotives for each period of time.
Finally, this paper tries to design the proper assignment

policy that the total locomotive assignment cost is mini-
mized by making a tradeoff between travel time, travel dis-
tance, and waiting time, and considering the different
degrees of priority (by maximizing the satisfactions of trains
in service). The solution procedure is described in the fol-
lowing section.

Solution procedure
In this paper, the cluster-first, route-second approach is
used to convert the multi-depot locomotive assignment
to P single depot problems (for more details, see Ghoseiri
and Ghannadpour (2010)). By this approach, at first stage,
trains are assigned to each depot to obtain P clusters,
and after that each cluster is solved by the suggested
hybrid genetic algorithm. Genetic algorithm is a class
of adaptive heuristics based on the drawing concept
of evaluation – ‘survival of the fitness’, and it has been
developed by Holland (1975) at the University of Michigan

Figure 8 The classical time window for each train.

Figure 9 The fuzzy time window for trains.
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in 1975. A GA starts with a set of chromosomes referred
to as initial population. Each chromosome represents a
solution to the problem, and the initial population is ei-
ther randomly generated or generated by heuristics. A
selection mechanism will then be used to select the pro-
spective parents based on their fitness computed by
evaluation function. The selected parent chromosomes
will then be recombined via the crossover operator to
create potential new population. The next step will be
to mutate a small number of newly obtained chromo-
somes in order to introduce a level of randomness
that will preserve the GA from converging to a local
optimum. The GA will then reiterate through this
process until a pre-defined number of generations have
been produced, or until there was no improvement in the
population, which would mean that the GA has found a
near optimal solution, or until a pre-defined level of fit-
ness has been reached. The use of the hybrid GA is
designed as follows.

Chromosome representation
A solution to the problem is represented by an integer
string of length N, where N is the number of customers
which needed to be served. All routes are encoded to-
gether, with no special route termination characters in
between; chromosomes are decoded back into routes
based on the feasibility conditions, namely, maximum
allowable operating time and servicing without delay
time.

Initial population
Part of the population is initialized using modified PFIH
method and λ-interchange mechanism, and part is initia-
lized randomly. The PFIH method was first introduced
by Solomon (1987) to create an initial route

configuration for each single depot problem in a time
unit of the planning horizon (for more details, see Solo-
mon (1987)). This paper uses the modified PFIH method
according to defined problem that cost function for
inserting a customer into a new route is as follows:

CostðCiÞ¼ �α tð0ÞOðiÞ þ β li þ γð θOðiÞ � θDðjÞ
�� ��

360
�tð0ÞOðiÞÞ

ð5Þ

where θo(i) and θD(j) are the polar angle of the train in
question and the last visited train in the last formed
route, respectively. t(0)O(i) is the travel time between the
home depot and train i. li is the latest arrival time at
node i. Therefore, the unrouted train with the lowest
cost is selected as the first train to be visited. Once the
first train is selected for the current route, the heuristic
selects from the set of unrouted trains the train j* which
minimizes the total insertion cost between every edge {k,
l} in the current route without violating the time and
maximum route time constraints. The insertion cost
function is according to relation (6):

CostðCiÞ¼ δ DK þ φ WK þ η OK þ κ TK

þκ′ T ′
K � θ SK

ð6Þ

where Dk is total distance traveled by locomotive k; Wk

is the total travel time consumed by locomotive k; Ok is
the over timing of locomotive k; Tk, T'k and Sk are re-
spectively the summation of the tardiness time, waiting
time, and satisfaction rate for all the trains visited by
locomotive k. The constant coefficients of δ, ϕ, η, κ, κ’, η
and θ are the weight factors. Exceeded amount of

Figure 10 Fuzzy time window with at least satisfaction rate (α%).

Noori and Ghannadpour Journal of Industrial Engineering International 2012, 8:9 Page 9 of 13
http://www.jiei-tsb.com/content/8/1/9

www.SID.ir

www.SID.ir


Arc
hive

 of
 S

ID

maximum operating time for each locomotive is accord-
ing to relation (7):

OK ¼ max 0;WK � rKf g ð7Þ
Waiting and delay times imposed on each locomotive

k is equal to sum of the waiting and delay times accord-
ing to Equations 8 and 9 for trains on route. In this rela-
tion, aik is the arrival time of locomotive k at origin
node of train i:

T ′
K ¼

X
i

max 0; ei � aikÞf ð8Þ

TK ¼
X
i

max 0; aik � lif g ð9Þ

Moreover, the total satisfaction rates for trains which
are on locomotive route k (Sk) can be calculated by rela-
tion (3).
This paper uses a λ-interchange mechanism to move

trains between routes to generate neighborhood solution
for the problem (for more details see Ghoseiri and Ghan-
nadpour (2010)). In one version of the algorithm called
global best, the whole neighborhood is explored, and the
best move is selected. In the other version, first best, the
first admissible improving move is selected if one exists;
otherwise, the best admissible move is implemented.

Selection
Candidates for mating are selected using the tournament
selection. In tournament selection, two identical
(through differently ordered) copies of the population
are kept. In every generation, we compare adjacent chro-
mosomes in one copy of the population pair by pair and
select the chromosome with best fitness value, and then
we proceed with the second copy of the population to
select the other half of the selected population. So, the
candidates for mating are selected by this schema, and they

recombined by crossover. This procedure is illustrated in
Figure 11.
As shown in Figure 11, two identical copies of the

population with size N are maintained at every gener-
ation and ranked arbitrary. For each population, adjacent
chromosomes are compared, and the solutions with bet-
ter chromosomes qualify to be potential parent. After
comparing all pairs in two populations, N/2 ‘fathers’,
namely, f1,. . .f(N)/2 and N/2 ‘mothers’, namely, m1,. . .m(N)/2

are created, and each fi and mi are mated subsequently. In
this procedure, the superior chromosomes are given prior-
ity in mating, but average entities have chance of being
selected too.

Crossover and mutation
The classical crossover (one-point crossover, n-point
crossover. . .) is not appropriate for this sequencing prob-
lem. Their use may cause the offspring not to have a valid
sequence due to duplication and omission of vertices. So,
this paper uses the heuristic and merge crossovers for re-
combination phase. The heuristic crossover deals with dis-
tances between nodes, for example, a random cut was
made on two chromosomes, and the genes will be com-
pared immediately after the cut. The first gene is chosen
randomly, and it is considered for two chromosomes. The
following genes will be the one which is geographically
closer to previous gene. The merge crossover operates on
the basis of time precedence, defined by the time windows
corresponding to each node. Similarly, the first gene is
chosen randomly, and the following genes will be the one
which time window comes earlier (for more details see
Ghoseiri and Ghannadpour (2010)).
Moreover, this paper tries to check the effectiveness of

other crossover operators namely REX versus the previ-
ous operator. REX selects a random route from each
parent. Next, for a given parent, the trains in the chosen
route from the opposite parent are removed. Since each

Figure 11 Selection procedure.
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chromosome should contain the entire train numbers,
the next step is to locate the best possible locations for
the removed trains in the corresponding children. This
procedure is illustrated in Figure 12.
According to this figure, route (3) from parent #1 is

selected randomly, and the trains on this route are
removed from the routes of parent #2. This process is
done similarly for another parent. Hereinafter, for each
parent, the best location of removed trains is determined
by the insertion procedure one at a time. This procedure
for finding the best location of train (2) on the parent #1
is illustrated in Figure 13.
The mutation schemes used are swap node and swap se-

quence. This paper uses an adaptive mutation probability

scheme, which changes the mutation probability as the
standard deviation of the population fitness changes,
described as:

Pmutation ¼ 0:5� ð1� S
Smax

Þ þ 0:06

S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN�1

i¼0 ðxi � �xÞ2
N � 1

s
; ð10Þ

where xi is the fitness of a chromosome; �x is the average
fitness; N is the population size; S is the standard deviation
of the population fitness; and Smax is the maximum stand-
ard deviation among all the generated populations.

Figure 12 Route exchange crossover.

Figure 13 Finding the best location of train (2).
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Fuzzy satisfaction operator
As mentioned earlier, the different degrees of priority
are considered by fuzzy time windows. So, except to pre-
vious operators that focused on travel time and travel
distance, we need special operator to improve the satis-
faction rate of each high priority trains. This operator is
used to determine the best arrival time for each train to
maximize the total grade of satisfaction without increas-
ing the waiting time but replacing the waiting time of
each train between others. So, this operator scans the
feasible schedule from left to right and tries to find out a
possible forward push within the route. This push will
increase the total degree of satisfaction along the route
without violating the feasibility conditions. In general,
this operator is applied on the chromosomes which have
the following characteristics:

1. This operator is applied on the route which has at
least one train with non-zero waiting time.
Figure 14a shows the typical routes with and
without waiting time.
It must be mentioned that each route is divided to
some sections (each section is named path)
according to the number of trains with waiting time,
and this operator is applied on each path that has
one train with waiting time. This procedure is
shown in Figure 14b, and according to it, the fuzzy
operator is applied on paths 1 and 2.

2. The sum of the slope of satisfaction function at
locomotive arrival time for each train on the path
should be larger than zero. In this case, a possible
forward push will cause the increase of total grade of
satisfaction on the path.

So, this operator is applied on each path with above
characteristics. In each step, the feasible forward push
should be calculated, and the arrival time of each train
should be pushed according to it. The feasible forward
push in each step is shown below:

Push ¼ minðΔi;wÞ; ð11Þ

where

ΔðiÞ ¼ ui � tiifei < ti < ui
li � tiifui < ti < li

:

�
ð12Þ

After this push, the section of path from the train* to
end of the path is considered, and the above characteris-
tics are checked again. So, if the characteristics are okay,
the new feasible forward push will be calculated, and the
operator will apply on this section again. This procedure
is repeated until the new feasible forward push could
not be found. It must be mentioned that, the train* is
the train that the previous minimum push is found on it.

Hill climbing and recovery
Also the hill climbing is used in order to improve the
chromosomes obtained through crossover and mutation.
Hill climbing is a scheme for randomly selecting a por-
tion of the population and improving them by a few
iterations of removal and reinsertion. At the end, to add-
itionally improve the quality of the population, the worst
portion of the population will be replaced with the best
of the parent population.
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Figure 14 Typical routes with and without waiting time.
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