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Abstract

Cutting stock problems are within knapsack optimization problems and are considered as a non-deterministic
polynomial-time (NP)-hard problem. In this paper, two-dimensional cutting stock problems were presented in
which items and stocks were rectangular and cuttings were guillotine. First, a new, practical, rapid, and heuristic
method was proposed for such problems. Then, the software implementation and architecture specifications were
explained in order to solve guillotine cutting stock problems. This software was implemented by C++ language in a
way that, while running the program, the operation report of all the functions was recorded and, at the end, the
user had access to all the information related to cutting which included order, dimension and number of cutting
pieces, dimension and number of waste pieces, and waste percentage. Finally, the proposed method was evaluated
using examples and methods available in the literature. The results showed that the calculation speed of the
proposed method was better than that of the other methods and, in some cases, it was much faster. Moreover, it
was observed that increasing the size of problems did not cause a considerable increase in calculation time.
In another section of the paper, the matter of selecting the appropriate size of sheets was investigated; this subject
has been less considered by far. In the solved example, it was observed that incorrect selection from among the
available options increased the amount of waste by more than four times. Therefore, it can be concluded that
correct selection of stocks for a set of received orders plays a significant role in reducing waste.
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Background
Cutting problems are derived from various industrial pro-
cesses, for example, textile production systems, glass in-
dustries, steel, adhesive tape, wood, paper, etc. (Gonçalves
2007; Ben Messaoud et al. 2008; Leung et al. 2001; Erjavec
et al. 2009).
The first research on cutting and packing problems

was probably performed by Kantorovich in 1939 and
Brooks in 1940, but extensive scientific work in this field
began in 1960 as cited in Faina (1999), Dyckhoff (1990),
and Javanshir and Shadalooee (2007). Among the most
famous studies from that time are those of Gilmore and
Gomory (Gilmore and Gomory 1961, 1963, 1965;
Alvarez-Valdes et al. 2001; Eshghi and Javanshir 2005).
Since the 1960s, many other cutting and packing

problems with the same logic and structure emerged but
were given different names in the literature, such as cut-
ting stock and trim-loss problems, bin packing, strip
packing, knapsack problems, loading pallets, and loading
containers (Faina 1999; Eshghi and Javanshir 2005).
In 1990, Dyckhoff presented a systematic and consistent

approach to the integration of different types of problems
into a comprehensive typology based on the logical struc-
ture of cutting and packing problems. His goal was to as-
similate the notations for various uses in the literature and
to focus future research on specific types of problems
(Dyckhoff 1990).
There are several types of cutting problems based

on different characteristics, which Dyckhoff divided in-
to four groups based on their salient characteristics
(dimension, type assignment, assortment of large ob-
jects, and small items) (Dyckhoff 1990; Dyckhoff and
Finke 1992).
Cutting is categorized according to different condi-

tions, such as the cutting style, which can be either
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guillotine or non-guillotine cutting. Guillotine cutting,
which is also called edge-to-edge cutting, is a common
method for cutting rectangular forms, in which the cut-
ting edge starts on one side and continues to the oppos-
ite side (Suliman 2006; Ben Messaoud et al. 2008; Belov
and Scheithauer 2006; Mellouli and Dammak 2008).
Another significant condition is whether the items have

rotation. Fixed orientation is a state in which there is no
possible rotation of the items. Cutting wallpaper or pack-
ing articles in a newspaper are examples of this condition
(Ben Messaoud et al. 2008; Dyckhoff 1990). This condition
should also be considered for the cardboard used for mak-
ing cartons because of their inter-leaved layers, which play
a significant role in the stability of the resulting carton.
In Suliman (2006), a sequential heuristic procedure for

a two-dimensional rectangular guillotine cutting stock
problem is introduced. The paper provides a three-step
solution.
In Gonçalves (2007), the main topic is a two-

dimensional orthogonal packing problem, where a fixed
group of small rectangles must be fitted into a large rect-
angle so that most of the material is used, and the un-
used area of the large rectangle is minimized. The
algorithm combines a replacement method with a gen-
etic algorithm based on random numbers; the new algo-
rithm, called ‘a hybrid genetic algorithm-heuristic,’
includes a fitness function and a new heuristic replace-
ment policy.
In Ben Messaoud et al. (2008), the authors focus on

guillotine constraints. First, for a cutting problem to be
in a guillotine pattern, they provide a necessary condi-
tion and then a polynomial algorithm for checking this
condition. These methods are useful when the raw mate-
rials for cutting are expensive. They also claimed that
their study is the first to formulate the guillotine con-
straints in terms of linear inequalities. In fact, an integer
programming formulation is provided that considers the
guillotine constraints explicitly. However, an adaptation
of their algorithm enables it to convert an initial non-
guillotine pattern to a guillotine pattern and to recognize
all non-guillotine regions in a given pattern.
In Alvarez-Valdés et al. (2002), a number of heuristic

algorithms for two-dimensional cutting problems (on
large scales) are developed. In this study, there is a large
primary stock that has to be cut into smaller pieces so
as to maximize the value of the pieces. They developed a
greedy randomized adaptive search procedure (GRASP),
which is a fast method that provides good-quality
answers. They also developed a Tabu search algorithm,
which was more complex but gave better results in rea-
sonable computational time. They also stated that the
GRASP method should be used if quick solutions are
needed, whereas the Tabu search algorithm should be
selected if quality is more important.

In Faina (1999), the two-dimensional cutting stock
problem is solved using a general optimization algorithm
and simulated annealing. The algorithm includes the
guillotine and non-guillotine constraints. The author
also noted that for large numbers of items, the NON-
GA is far superior to the GA because it obtains better
cutting patterns in almost the same time.
Assembly line balancing problems have attracted

attention for years. These problems were considered in
around 1950s. The studies of Bryton in 1954 and
Salveson in 1955 as cited in Malakooti (1991, 1994), Fathi
et al. (2011), and Roy and Khan (2010, 2011a, 2011b) can
be referred to as examples. In general, assembly line bal-
ancing seeks to assign a number of tasks to workstations
considering precedence (priority) relations so that a
product is ready in a given cycle time and efficiency is
maximized (Malakooti 1991, 1994; McMullen and
Tarasewich 2003; Capacho and Pastor 2008; Fathi et al.
2011; Roy and Khan 2010, 2011a, 2011b).
Most of the methods developed for two-dimensional

cutting stock problems are difficult, time-consuming,
and costly. In addition, most are suitable only for special
kinds of problems, so most factories are not interested
in using such methods but rely on traditional procedures
(based on the author's personal experience in the carton
industry). The main goal of this paper is to obtain a sim-
ple and practical approach by finding and exploiting a
meaningful relation between cutting stock problems, as-
sembly line balancing problems, and number of work-
station problems.
The other subject that we will discuss, which has been

neglected to some extent in the literature thus far, is the
problem of selecting the best stock size from the avail-
able stocks in the market and the effect of size selection
on the level of waste.
The contents below are organized as follows: the

‘Problem description’ section describes the problem; the
‘Suggested cutting approach’ section suggests the cutting
approach and describes the algorithm; the ‘Minimum
number of stocks’ section determines the minimum
number of stocks required; the ‘Stock selection’ section
focuses on the stock selection; the ‘Results and discus-
sion’ section reports the experimental results; and the
‘Conclusions’ section gives the conclusions and suggests
subjects for future research.

Methods
Problem description
Two-dimensional regular cutting stock problem
Packing problems or two-dimensional cutting problems
are given in the following form: given a series of large
rectangles of a standard size (stocks) and a series of
small rectangles (items or pieces), the aim is to cut or
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pack all items while minimizing the waste (Ben
Messaoud et al. 2008).

Assumptions
In this research, we make the following assumptions:

a)Cuts are guillotine cuts.
b)The stocks and items are rectangular.
c)The orientation is fixed, and the items are not rotated.
d)The assignment is of the third kind (all items, selection
of objects) (Dyckhoff and Finke 1992; Wäscher et al.
2007) because all items must be cut to serve all demands.

e) The model is proposed under deterministic
conditions (inputs are deterministic).

f ) The remaining sheets in each size, when all demands
have been met, are considered as waste, although
they may be used for further orders. (Because the
stocks are not assumed to be in rolls and are
separated, if there are no orders left, the remaining
parts of any size are considered temporarily as
waste). This assumption causes the waste percentage
to be higher, but possibly only temporarily; as new
demands are received and new parts are cut from the
waste, the waste percentage decreases.

Suggested cutting approach
As observed in Neapolitan and Naimipour (2004), packing
and cutting stock problems are considered to be in the field
of knapsack problems, which are non-deterministic polyno-
mial-time (NP)-hard problems. One of the methods dis-
cussed in this book is approximation algorithm design. This
algorithm is used for a NP-hard optimization problem.
There is no proof that it offers an optimal solution, but it
offers solutions that are logically close to the optimal solu-
tion. Neapolitan and Naimipour (2004) present an approxi-
mation algorithm for the bin-packing problem, which, in
fact, is equivalent to a one-dimensional cutting stock prob-
lem; this simple strategy is called ‘first-fit,’ and the limit of
the closeness of the approximate solution to the optimal so-
lution is well defined.
The theorem is as follows:
Let ‘opt’ be the optimum number of bins for a packing

problem and ‘approx’ be the number of bins used by the
non-descending first-fit algorithm; then,

approx≤1:5� opt: ð1Þ

The above theory was proved in the ninth chapter of
the book by Neapolitan and Naimipour.
In Dyckhoff (1990), the author states that the first-fit-

decreasing algorithm (FFD) consumes up to 22.3% more
stock than under-optimized conditions and that the un-
necessary waste is no more than 18.2%. He then considers
a condition under which the waste is reduced to 1.9% and

finally observes that if the number of items tends to infinity,
the average amount of waste tends to zero.
In Dósa (2007), the author first reviews the previous

bounds, then observes that minimizing the constant in
the equation has been an open question over the years,
and then states,

FFD Ið Þ≤11=9OPT Ið Þ þ 6=9: ð2Þ
He also notes that this is a tight bound.
As described in Neapolitan and Naimipour (2004),

these methods are not subject to specific limitations and
complexities, and normally they provide a convenient
solution. The main advantage of cutting stock problems
is that to evaluate the quality of a solution, there is no
need to know the exact optimum solution, as the waste
percentage itself describes the quality of the solution.
In this part, we suggest an easy way to decrease trim loss

and reduce stock sheet usage. We also examine the guillo-
tine form of two-dimensional cutting stock problems.
According to the definition of guillotine cutting, it seems
that the waste in this form of problem is greater than or
equal to that in the non-guillotine form, as the guillotine
cut imposes a limitation and, as we know, as the limita-
tions increase, if the solution space does not shrink, at
best, it will be constant and not grow.
The first principle that comes to mind in the guillotine

form is that the width of the pieces in each strip should
be equal or as close as possible to the width of the strip,
so as to reduce the waste at the edges of the strips.
The cutting problems in this research are assumed to

be almost the same as the balancing problems. Therefore,
we have tried to take advantage of their methods as much
as possible and adapt them as necessary. In this part, we
use a method similar to the ranked positional weight
(RPW) proposed by Helgeson and Bernie in 1961 for bal-
ancing problems as cited in Capacho Betancourt (2007).
The RPW method is also very similar conceptually to

the FFD method, which has been used in one-
dimensional cutting stock problems (Javanshir and
Shadalooee 2007). We have therefore tried to suggest a
suitable method for two-dimensional guillotine cutting
problems using the above concepts. As mentioned be-
fore, we have tried to suggest a simple, applicable, quick,
and easy calculation method that is user-friendly and
easily applicable for industry.

Similarity of the RPW and FFD methods
The RPW method is a method for the assignment of
tasks to workstations in line balancing problems. The
stages of the RPW method are as follows:

1. First step: Calculation of weights for each task
according to their positions.
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2. Second step: Descending arrangement and
ranking of the tasks according to their positional
weights.

3. Third step: Initial assignment of tasks to stations
according to the cycle time and precedence from the
beginning of the list.

The FFD method is conceptually similar to the RPW
method. The approach suggested in this paper for the
two-dimensional guillotine cutting problem will make
use of these concepts and offer some suggestions. It is
necessary to mention that the precedence mentioned
in the third step of the PRW method also exists in the

two-dimensional guillotine cutting problem as a differ-
ent form to be considered. In fact, when creating a
strip in two-dimensional guillotine cutting, the width
of each piece cut from the strip should be less than or
equal to the width of the strip.

Suggested approach for two-dimensional guillotine cutting
The assumed problem is two-dimensional guillotine cut-
ting, which we can describe in terms of the three steps
of the RPW method as follows:

1. First step: Assigning priorities to the pieces to be cut
(weights).

Yes

No

No

Yes

Yes No

Yes

No

No

Yes

No

Yes

CIi fits 
in FS?

Select CI based on Rank (SCi)

Initialize

GuCut(WC,LC,i)
Select Function

Have 
RStrip?

Have RT 
Cut?

Push to
Stack

Change Strip

Change Stock

Cut(WRS,LRS)

Cut(WRT,LRT)Cut(W,L)

Pop from 
Stack

Empty 
Stack?

FSpace < 
all SCi

Label FSpace 
as Waste RT

Di=Zero

Figure 1 Algorithm architecture.
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2. Second step: Descending arrangement of the pieces
by priority (weights).

3. Third step: Cutting the pieces from the beginning of
the list produced in the previous step, considering
the length and width of the stock.

Suggested algorithm implementation
In this algorithm, W is the width of stock; L, length of
stock; N, quantity of needed stocks; wi; width of the
pieces (wi≤W ∀ i = 1,2,. . ., n); li; length of the pieces
( li≤L ∀ i = 1,2,. . ., n); and di; number of demands for
each kind of pieces.
Stages of the algorithm. The following are the stages of

the algorithm:

1. Initializing the primary quantities:
In this step, the dimensions of the stock, the
requested pieces, and the demand for each item are
input:W, L,wi; li; di
(i = 1,2,. . ., n)

2. Primary calculations:

(a) Calculating the areas of the pieces.

ai ¼ wi � li; i ¼ 1; 2; . . . ; nð Þ ð3Þ

(b)Multiply the demand by the area.

a0i ¼ ai � di; i ¼ 1; 2; . . . ; nð Þ ð4Þ
(c) Calculating the total area of the demand.

At ¼
Xn
i¼1

a0i ð5Þ

3. Assigning priorities to the pieces to be cut:
Here, all of the demands will be arranged in
descending order by the width of the pieces. If the
widths of two pieces are the same, then the longer
piece will be chosen. In this step, the priorities can
also be assigned by the sum of the widths and
lengths or by the area. While the cuts in this paper
are assumed to be guillotine, it makes sense to assign
priorities by the widths of the demand pieces because
most of the waste in the guillotine cuts is created in
the strips and while trimming, and in this suggested
approach, the widths of the pieces in each strip are
equal or as close as possible. It is possible that
assigning priorities based on the sum of widths,
lengths, or areas might produce better results in
some non-guillotine cases. It is even possible to use a

Table 1 Example specifications

Reference Example Stock size Items (quantity) Types

Burke, Kandall, Whitwell (chapter 3)(Whitwell 2004) N1 40 × 40 10 10

N2 30 × 50 20 20

N3 30 × 50 30 30

N4 80 × 80 40 40

N5 100 × 100 50 50

Burke, Kandall, Whitwell (chapter 4)(Whitwell 2004) MT1 400 × 600 100 12

MT2 300 × 900 150 10

MT3 400 × 900 200 23

MT4 600 × 1,300 300 24

MT5 800 × 1,400 500 47

Figure 2 Comparing calculation time of Methods 1 and 4.
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combination of one of these methods and the bottom
left method.
In two-dimensional guillotine cutting, the widths of
the pieces should also be controlled in each cut
because the widths of the pieces should be less than
or equal to the width of the strip created in the
guillotine cuts. For this reason, assigning priority by
the width of the pieces also has the additional
advantage of reducing the controls in each cut. In
this case, there is no need to compare the widths of
the pieces with the width of the strip because surely
they are less than or equal to the width of the strip,
and this increases the speed of the algorithm. Finally,
a list of cutting priorities is created.

4. Loading the stock with width W and length L.
5. The first undone item in the cutting priority list
(CPL) is loaded, and its width is cut from the

remaining stock if possible. Then, the item's lengths
are cut out of the cut piece. If the width or the
length of the demanded pieces was greater than the
width or the length of the remaining stock, proceed
to the next step.

6. Repeat step 5 for the other demands in order of CPL.
If the width or the length of the remaining stock is
less than all remaining demands, then go to step 4; if
not, go to the next step.

7. If all of the demands have been completed, the
algorithm stops, performs final calculations, and
reports the result.

Algorithm performance criteria. The algorithm per-
formance is defined as the ratio of total area of the
demanded pieces to the total area of the stocks con-
sumed in order to fulfil the demand. This ratio is the

Figure 3 Comparing calculation time of Methods 2 and 4.

Figure 4 Comparing calculation time of Methods 3 and 4.
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same as the efficiency in balancing problems, which is
derived as follows:

Efficiency ¼

Xn
i¼1

ti

m� tc
; ð6Þ

where ti is the processing time of task, tc is the cycle
time, and m is the number of workstations. The effi-
ciency for the proposed approach is calculated as follows
using the same method:

E ¼

Xn
i¼1

ai � di

N �W � L
� 100: ð7Þ

We could also define the percentage of waste as follows:

%Wastage ¼
N �W � Lð Þ �

Xn
i¼1

ai � di

N �W � L
� 100: ð8Þ

Proposed algorithm architecture
The first step in the algorithm (Figure 1) is the
Initialization phase, in which all the variables are set
according to the current iteration and the initial para-
meters. Then, an item is selected based on the priority
table for cutting. This step is represented in the Select
Current Item part of the flowchart. Following this step,
the Termination Condition will be checked to determine
whether all the demands have been satisfied. The algorithm
stops when there are no more demands left. In cases where
there are still unsatisfied demands, the process continues to
compare the dimensions of the Current Item to the Free
Space left on the strip. If the cutting is feasible, then the
Cut Function will be called.
There are three different scenarios in which the main

cutting function can be called. In every run, one of these
cases occurs. The first case is when the free space is
equal to the raw stock (W,L) size. From the second iter-
ation and after the cutting procedure, there will be two
remainder strips from the stock. The width and length
of the upper strip are represented by WRS and LRS, re-
spectively. In every cycle, newly generated strips are
placed on the top of the stack, which forms the second
scenario. Conversely, the lower strips are used to pro-
duce new items in the third scenario. They will be used
until there are no more feasible cuts, which lead to
waste items. Then, the control flow will change to the
stack items and the pop function will be called. The cut-
ting algorithm continues to run until the control flow
reaches the waste items. In a situation where there are
no strips and the stack is empty, a new raw stock will be

used. The above algorithm has been implemented using
the C++ language.
The design and implementation of the applied algo-

rithm for solving such problems has a direct influence
on the reduction of calculation time. The software archi-
tecture presented in this paper can be extended to differ-
ent cutting approaches.

Minimum number of stocks
In this section, we will determine the minimum number
of stocks required. When our organization receives a list
of demands, the first step is to provide the stock sheets.
This step should be done as soon as possible so that the
process can start without delay. Additionally, in this
case, the cutting problem is treated as a balancing prob-
lem (number of workstations).
The first kind of balancing problem, the simple assem-

bly line balancing problem (SALBP-1), assumes that the
cycle time is given and the target is to minimize the
number of workstations (Capacho Betancourt 2007).
We now assume that the cutting problem is a SALBP-

1, in which the area of the stock corresponds to the
given cycle time in the SALBP-1. Balancing problems
are problems of calculating a limit for the number of
workstations.
The lower bound on the number of workstations is

calculated using the following formula:

mmin ¼
Xn
i¼1

ti=tc

& ’
; ð9Þ

where mmin is the lower bound for the minimum num-
ber of workstations, ti is the required time for each task,
and tc is the cycle time.
Using the above formula, we can calculate the lower

bound on the number of stocks:

Smin ¼
Xn
i¼1

ai � di=W � L

& ’
; ð10Þ

where Smin is the lower bound on the number of stocks,
ai is the area of each item, di is the number of demand
for each item, and W and L are the width and length of
the stock, respectively.
We can thus calculate the minimum number of

required stocks. This lower bound is valid for every cut-
ting method.
The upper bound for the number of workstations in

balancing problems is

mmax ¼ n; ð11Þ

where ‘n’ refers to the number of tasks, but this upper
bound is not applicable for the required number of
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stocks. (In further studies, the applicable upper bound
based on this approach could be examined).

Stock selection
In this section, the main target is to select the proper
stock. Stock producers and suppliers generally produce
stocks in various sizes, and companies have several
choices available. Therefore, we have exploited this fact
and assumed that depending on demands received, the
companies could choose the stock size that ultimately
results in the least waste.
Suppose the organization has received an order. To

satisfy this order, the stocks satisfying the following con-
dition could be chosen: {W≥wi , L≥li ∀ i = 1,2,. . ., n}.
The waste is calculated for each of the available stocks

in the market for which this condition applies, and fi-
nally, the stock with the lowest waste is selected.

Best stock ¼ Min %wastage1;%wastage2; . . . ;%wastagek
� �

;

where wastagek is the waste of the kth-type stock.
The important point is that this criterion is used under

the assumption that the price is calculated based on the
area or weight of the sheets. (In weight mode, it is
assumed that the weight is proportional to the area).
Otherwise, the conditions will be different. For example,
if the price is not calculated based on area or weight, but
each type of stock has a unique price (not related to area
or weight directly), then a different selection criterion
must be defined, which will be described later on.
Here, the selection criterion is

Best stock ¼ Min N1 � C1ð Þ; N2 � C2ð Þ; . . . ; Nk � Ckð Þf g;

where Ck is the kth-type stock cost and Nk is the num-
ber of the kth-type stocks used.

Results and discussion
In this section, computational results for a number of
examples are given to evaluate the algorithm's efficiency.
The results were derived by running the software on a
Core 2 Duo 2.53 GHz PC with 4 GB of RAM.

Approach evaluation
In this section, we evaluate the numerical results
obtained by the approach discussed in the ‘Suggested
cutting approach’ section of this article and by some pre-
existing methods in the literature on rectangular sheets
and parts (Whitwell 2004). Ten examples including N1,
N2,. . ., N5 and MT1, MT2,. . ., MT5 were considered.
The specifications of these examples including sheet
dimensions and the number and type of pieces which
indicated the size of problems are given in Table 1.
All the examples were solved using the proposed ap-

proach, and they were compared with the results of

three other methods in Figures 2, 3, and 4 (Method 1:
metaheuristic bottom-left-fill (MBLF); Method 2: best-fit
(BF) +MBLF; Method 3: interactive approach (IA);
Method 4: the proposed method of this paper).
The comparison criterion was the calculation speed.

Each of the examples was placed on the horizontal axis,
and their solving time (in seconds) was specified on the
vertical axis.
As can be observed in Figure 2, the calculation time of

the proposed method (Method 4) is much lower than
that of Method 1 in five initial examples. For Method 1
in the following five examples, no results have been
reported in the literature.
Also, it can be seen in Figures 3 and 4 that the pro-

posed method (Method 4) conducts and ends the calcu-
lations faster than Methods 2 and 3. Moreover, the
calculation time of the proposed method (Method 4)
shows no noticeable increase by increasing the size of
problems. It should be mentioned that the time declared
for the proposed method (Method 4) includes the time
spent for generating the report in addition to the solving
time.

Influence of stock selection on amount of waste
We present an example of the influence of stock selec-
tion on the amount of waste produced. Suppose
demands are received as in Table 2.
Suppose there are 20 different kinds of stock available

on the market, naturally, the best choice is the stock size
that leads to the least waste. The waste percentages for
these 20 stocks are listed in Table 3.
As seen here, the choice of stock for a series of

demands has a noticeable influence on the waste; the

Table 2 List of items and demands

i wi li di

1 25 40 16

2 60 120 11

3 10 10 18

4 25 50 14

5 35 50 10

6 15 20 25

7 70 95 11

8 15 25 24

9 58 70 15

10 5 10 6

11 42 60 6

12 15 15 16

13 40 60 10

14 30 65 15

15 20 35 4
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example shows that an improper stock selection could
increase the waste by more than four times. Therefore, it
seems logical that factories should choose the stocks that
lead to the least waste. This means that it is also import-
ant to consider the raw material selection. It is import-
ant to remember that the waste amounts reported in the
table could be temporary, as it is possible to decrease
the waste by processing further orders.

Conclusions
Considering that cutting stock problems are NP-hard,
heuristic methods, like the one presented in this paper,
can be efficiently applied for such problems. As was
observed before, the proposed method did not have spe-
cific complexities of these types of problems. Also, it
was observed that it had better speed in solving the pro-
blems in comparison with other methods.
The proposed algorithm was designed and implemen-

ted using C++ language in a way that it recorded the re-
port of all the functions and, at the end, the user
accessed all the information related to the cutting. At
the same time, it can be easily used by operators. Most
industries and workshops are not interested in using sci-
entific methods since they are time-consuming, costly,
complex, and limited. As described above, the proposed
approach is a simple and quick method, which makes it
easier to use.

Furthermore, better selection of sheets from among
the available options (options on the stock) has a consid-
erable effect on decreasing the amount of waste. It was
observed in the sample solved above that, by correct se-
lection of the stock size, the amount of sheet waste
decreased by more than one-fourth.
Presenting simple and combinatorial approaches (hy-

brid methods) for non-guillotine problems can be con-
sidered in future studies. Also, meta-heuristic methods
can be applied in this regard.
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Table 3 Waste percentage for each kind of stock

Ni Stock size Smin Sused %Waste Best choice

1 70 × 120 43 50 14.8524

2 80 × 120 38 49 23.9753

3 100 × 120 30 37 19.455

4 100 × 150 24 30 20.5289

5 100 × 180 20 24 17.2176

6 100 × 200 18 19 5.88947 √

7 100 × 220 17 19 14.445

8 100 × 230 16 18 13.6184

9 100 × 250 15 16 10.595

10 100 × 260 14 15 8.30256

11 100 × 320 12 12 6.86979

12 120 × 120 25 28 11.3046

13 140 × 220 12 14 17.064

14 140 × 260 10 11 10.6843

15 140 × 400 7 7 8.77041

16 200 × 310 6 7 17.5991

17 200 × 330 6 6 9.69192

18 200 × 340 6 6 12.348

19 220 × 320 6 6 15.3362

20 300 × 400 3 4 25.4958

Figure 5 Professor Mir-Bahador Aryanezhad.
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