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Abstract

Most decision making methods used to evaluate a system or demotistrateak an
strength points are based on fuzzy sets and evaluate theaasitier words that are modeled
with fuzzy sets. The ambiguity and vagueness ‘of the words andediffperceptions of |a
word are not considered in these methods. For this reason, themecsking methods that
consider the perceptions of decision makers are desirable. Perceptaplting is
subjective judgment method that considers that words mean differags tto differen
people. This method models words with interval type-2 fuzzy sets dbasider th
uncertainty of the words. Also, there are interrelations and depentdetween the decision
making criteria in the real world; therefore, using decision makimgghods that cannpt
consider these relations is not feasible in some situations. TtisideMaking Trail an
Evaluation Laboratory (DEMATEL) method considers the interrelatioetsveen decision
making criteria. The current study used the combination of DERABNd perceptual
computing in order to improve the decision making methods. For thisretise fuzz
DEMATEL method was extended into type-2 fuzzy sets in ordesbtain the weights of
dependent criteria based on the words. The application of the proposed rsephesknte
for knowledge management evaluation criteria.
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Introduction

Many decision making methods are being proposed to facilitatdecision making process.
Decision making problems consist of several criteria, and e#éeham is evaluated by some
other subcriteria. The evaluation criteria are almost dependsetl lmsm the complexity and
vagueness of the real world. Therefore, decision making methodscdhaider these
interrelations between criteria are more desirable. The iDeeidaking Trail and Evaluation
Laboratory (DEMATEL) was proposed by the Battelle Memonalitute through its Geneva
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Research Centre (Gabus and Fontela 1973). This method consideasigbhkerelationships
between criteria and illustrates the weights between criteria gyagias.

Lin and Wu (2004) proposed a fuzzy extension of the DEMATEL method. Thesjudge
based on linguistic variables and triangular fuzzy numbers, and theverghts of criteria
are crisp numbers. In their approach all decision makers used ifespkaguistic variable
that may have different meanings for them based on the vagueneashofvord. Words
mean different things to different people, so they are uncertaend® and Wu 2010). After
Zadeh (1965) introduced a fuzzy set theory to deal with vague prspie which linguistic
labels have been used within the framework of the fuzzy set thafiey he introduced the
type-2 fuzzy sets (T2 FSs), the first concept of the fuetyas renamed to type-1 fuzzy sets
(T1 FSs) (Zadeh 1965, 1975). The main difference between these two isypleat the
memberships of T1 FSs are crisp humbers, whereas the membarstiipris of T2 FSs are
T1 FSs. The latter type has a sense of uncertainty. Zadeh (@@@@sed the paradigm of
computing with words based on the T2 FSs that is a methodology in whidbjdes of
computation are words and propositions drawn from a natural language. N2d@ikel 2002,
2007) proposed the framework for perceptual computing based on computingoxs.
Words were the enabler of the perceptual computer; thereforeouitd consider the
uncertainty related to each word based on interval type-2 fuzzyI$€t FSs). However, in
perceptual computing, criteria were considered independent.

Therefore, the aim of this study was the IT2 FS extensitheoDEMATEL method in order
to obtain the criteria's weights based on the words. For this rgaes@eptual computing was
combined with the DEMATEL method to overcome the problem of intéiwak between
criteria in perceptual computing. The weights obtained from thdyscan be further used in
perceptual computing judgments. The rest of this paper is orgaaszZetiows: In the ‘Type-
1 fuzzy DEMATEL method’ section, we described the concepts of {DEAMATEL. In the
‘Interval type-2 fuzzy sets used in perceptual computing’ sectibacleground about the 1T2
FSs used in perceptual computing is represented. The IT2 FS extehdd&MATEL is
proposed in the ‘IT2 FSs DEMATEL method’ section. In the ‘Applicatainproposed
method in defining weights for dependent criteria’ section, an erapstudy is illustrated to
demonstrate that the proposed method is useful. Discussions arequtesehe next section,
and the conclusion is presented in the last section.

Type-1 fuzzy DEMATEL method

The DEMATEL method had been used successfully in many decisi@mgnproblems.
Also, many researchers used this method in combination with anothigcritewia decision
analysis (MCDM) method. For example, Jassbhi et al. (2011) usetuzhg DEMATEL
method for modeling the cause and effect relationship of stratagy @hang et al. (2011)
used the fuzzy DEMATEL method for developing supplier selectioter@i Yang and
Tzeng (2011) proposed a combined MCDM model based on DEMATEL and analyti
network process (ANP). Also, Chen and Chen (2010) used DEMATEL, fukify, And
TOPSIS for evaluating innovation performance in Taiwanese higher emlugadtitutes.

Lin and Wu (2004) proposed their fuzzy DEMATEL method as a stepwise procedure:

1. Step 1: Identify the decision goal and form a committee.
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2. Step 2: Develop evaluation criteria and design the fuzzy lingwssale. Lin and Wu
(2004) used fuzzy triangular numbers to propose the fuzzy DEMATEhadeT hey
used five linguistic terms as {very high influence, high influethow, influence, very
low influence, no influence}. These linguistic terms are shown in Table 1.

Table 1 The correspondence of linguistic terms and linguistic values

Linguistic terms Linguistic values (TFN)
Very high influence (0.75,1.0,1.0)
High influence (0.5,0.75,1.0)
Low influence (0.25,0.5,0.75)
Very low influence (0,0.25,0.5)

No influence (0,0,0.25)

3. Step 3: Acquire and average the assessmer®sdgfcision makers. Every decision
maker is asked to make pair-wise relationships between eachofpaibjects.
Therefore P fuzzy matrice€,7?, ..., Z" with triangular fuzzy numbers are obtained
that show the pair-wise comparison of the objects based on the detigl@rs’
perceptions. Equation 1 is then used to calculate the average fatrix

(Z'® 7% ..ZP)

7 = — 1)
The fuzzy matrixZ is called the initial direct-relation fuzzy matrix as shoimn
Equation 2:

0 Ziz o Zin

7= 0 0 Zp| @

Zpn1 Zpz - 0

In this matrix, Z;; =(l;;,m;;,u;;) are triangular fuzzy numbers, arig};(i =
1,2, ...,n) will be regarded as triangular fuzzy number (0, 0, 0) wherievercessary
(Jasshi-et al. 2011).

4. Step 4: Normalizing initial direct-relation fuzzy matiéixby Equation 4. The linear
scale transformation is used as a normalization formula tddaramghe criteria scales
into comparable scales (Lin and Wu 2004). Sup@eshows each triangular fuzzy
number in each cell cffij and suppose thatis the maximum summation of the third
element of each triangular fuzzy number in each row in Equatiors 3n Ahe crisp
DEMATEL method, Lin and Wu (2004) assumed at leastiofie< i < n) such that

n
Zuij <r. They claimed that this assumption is well satisfied in practical cases:
=1

a :sz' :L_lij ,__”71 ’__Lrl J'r: max 4 [_HJ

®3)
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l-j,ulfj) and define three crisp matrices, whose elementgxracted
from X, as follows:

Let i(l] = (l{],m'

0 I, .. I 0 m, .. n 0 4, ... 4,
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5. Step 5: Compute total-relation fuzzy matfixMatrix X was computed in the previous
step. Based on the crisp DEMATEL method, totaltietafuzzy matrixT can be
computed through Equation 6:

T= lim (X* +X? + - +X). (6)

The elements of matrik contain triangular fuzzy numbers as shown in Equat:

]
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2| inwhicht, =(If nfyf) anfr]= Xx(1-37) [pf]= xx( = ) [i]= X< F X)

—

tnl tn2 "t nn

(7)

After acquiring matrixT, the next step is to calculate the+ R; andD; — R;, where
D; andR; are the sum of the rows and the sum of the coluofiri (Lin and Wu
2004). Toacquire the importance of the criterid anderstand the causal relationship

Ny . . ~ o« - ~  ~ ydef
between criterial); + R; andD; — R; should be defuzzified. Theh; + R;)™" shows
\ . o « « def
the relative importance of criteridn and the(D; — R;) “ demonstrates the causal
. . ~ o~ ndef . . o
relationship. If the value c(fDi — Ri) “is positive, the criterion belongs to the cause

group, and if the value c(ﬂil- — Ri)def IS negative, the criterion belongs to the effect
group.

Interval type-2 fuzzy sets used in perceptual computing

The fuzzy extension of the DEMATEL method used diisgic terms for generating the initial
direct-relation matrix. Therefore, decision makars asked to compare the decision making
criteria based on the codebook of words, e.g.,&ablZzadeh (1999) proposed the paradigm
of computing with words based on the T2 FSs that msethodology in which the objects of
computation are words and propositions drawn fromatural language. Computing with
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words is fundamentally different from the tradi@rexpert systems which are simply tools
to realize an intelligent system, but are not aoleprocess natural language which is
imprecise, uncertain, and partially true. As mem before, words mean different things to
different people, so they are uncertain. Wordsamguting with words are modeled by T2
FSs that can model more uncertainties (Mendel and2@7). Mendel and Wu (2010) used
computing with words for making subjective judgneemwhich was called perceptual

computing. A perceptual computer consists of thpads: encoder (using interval approach
(IA)), linguistic weighted average (LWA) engine,cadecoder (Mendel 2001, 2002, 2007).
Each part of the perceptual computer was utilirethe IT2 FS extension of the DEMATEL

method.

In order to obtain an IT2 FS model for a word, lAssproposed by Mendel and Wu (2008).
This approach had been referred to as T2 fuzzightendel 2007). In this approach, all
decision makers E 1, 2,...,n) provide the end points of an interval associatéd a word.
The intervals need to be between 0 and 10. The mednstandard deviation are then
computed for the end points. The intervals showlékiel of uncertainty associated to each
word. This approach maps each evaluator's datevaitento a prespecified T1 membership
function (MF) and interprets the latter as an endieedl'l FS of an IT2 FS.

In this section mathematical definitions of IT2 &® presented that is used in the rest of the
paper.

An IT2 FSA is characterized by the Mi;(x, u), wherex € X andu € J, € [0, 1], that is
(Mendel and Wu 2010),

A= {((x,u),ug(x, u) = 1) [Vx € X,Vu'e J, € [0,1]}. (8)

Equation 8 can be expressed as (Mendel 2001; Mamdelohn 2002)

A=j j 1/(x,u)=j [
xaX u13,000,1] XX | wyofo]

1/% Ix (9)

where x is called the primary variable with the domain XfJ, < [0,1] is the primary

membership ox, u is the secondary variable, anﬁl % is the secondary MF at Note that
uoJ,

Equation 9 meand: X - {[a,b]: 0 < a < b < 1}. Uncertainty aboufl is conveyed by the
union of all of the primary memberships, called thetprint of uncertainty ol (FOU(4)) ,
i.e., (Wu and Mendel 2007)

FOU(A)=JJ, ={(x¥) :y0 1=[ A ¥. Ay 0[o. (10)

xdX

An IT2 FS is shown in Figure 1. The FOU is shownheesshaded region. It is bounded by an
upper MF (UMF),A(x) = A, and a lower MF (LMF),A(x) = A, both of which are type-1
fuzzy sets; consequently, the membership gradeach element of IT2 FS is an interval


www.SID.ir

[A(x),/i(x)]. It is also customary to uge;(x) andi;(x) for the LMF and UMF ofA
(Mendel and Wu 2010):

FOU(A) = [,uA (X), 1y (x)} , (11)

OxadX

soA can also be expressed in terms of its vertice¢slas

i1
4= /FOU(A). (12)

For discrete universe of discoutsandU, the embedded type-1 fuzzy #ethasN elements,
one each frondyy, Je,..., kv, NAMelyuy, Uy, ..., Uy, i.€., (Wu and Mendel 2007)

A=dulx 4Oy 0uU=[o] (13)

Figure 1 An IT2 FS. Acis an embedded T1 FS.

The UMF and LMF of4 are two type-1 MFs that bound the FQUMF(4) is associated
with the upper bound dfOU(4) and is denotegi;(,, ¥x S X, andLMF(4) is associated
with the lower bound ofOU(A) and is denotef;,,, Vx € X, that is,

UMF(4) = ;(x) = FOU(A) Vvx €X, (14)
LMF(A) = p;(x) = FOU(A) _Vx €X. 15)

UMF contains four digits and LMF contains five dggiof which the fifth parameter is its
height.

Let FOU(A) :UDH [[af a_f’} [a_‘; ,agﬂ and FOU(E) :Umu HQ" EJ [i , l@’ﬂ be the
perfectly normal IT2 FN based on Equation 11 (Hamrani Goupland 2009; Kaufmann and
Gupta 1985), and then according to Wu and Mendel (2008),

e [t 7.1 [ .2 [ .2
FOU(A)°FOU(B) = if Ga< mifh ) ., (16)

Uma.(:ﬁa_‘;HE,b_g}) Cifmin(h, h)<a<1

where® = {+, —, x, +}.
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IT2 FS DEMATEL method

The procedure of developing the DEMATEL method by IFB% is as follows:

1. Step 1: Identify the decision goals, criteria, and group pées.

2. Step 2: Develop linguistic codebooks for decision makinghikstep a codebook is
designed, and decision makers are asked to define theaingsrd points for each
word in the codebook. The codebook has the same \asriutsTable 1. Therefore, the
codebook of words contains ‘very high influence,” ‘higifiluence,” ‘low influence,’
‘very low influence,” and ‘no influence.” The IA is usénl map these intervals into
IT2 FSs (Mendel and Wu 2008). The DEMATEL method sdlo®t consider the
difference between the levels of expertise for each expatt,in this paper we
developed another codebook that considers the level ofteepr each expert. This
codebook contains three words (low, moderate, and higehdel and Wu 2007).
Also, it is possible to put equal weights to the level of exgeftiseach expert.

3. Step 3: Acquire and compute the linguistic weighted averagiee@ssessments. To
measure the weights and causal relations between the ddted&i|i = 1, 2,...,n},

a group ofp experts are asked to define the influence relation beterétena based
on the codebooks in step 2. Therefqgpoepair-wise comparison IT2 FSs matrices
7,72,..,7° are obtained. LWA that was proposed by Mendel and(2007) was
used to generate the IT2 FS average matrix that is called-tiréait-relation IT2 FS
matrix.

In the previous section, we used the IA to encode eadath fnam the codebook to an
IT2 FS. The output of the previous section is used to actikateWA. Each decision
maker used a word from the codebook to transfer theeimélel of each criterion on
another one. Each decision maker had a level of expetat was assigned to
him/her from a codebook of expertise weights that containeze thvords: ‘low,’
‘moderate,” and ‘high.” Decision makers were asked tindethe end points of an
interval on the scale of 0 to 10 for each word in the loodke. Then the IA is used to
encode the intervals into IT2 FSs. The LWA maps IT2 F&slir2 FSs. This method
is based on the weighted average that is the most widelyfarse of aggregation.
Supposek is the number of decision makeks< 1, 2,...,p) andZ; is ijth entry of

initial-direct-relation 1T2 FS matri. The LWA matrixZ can be obtained from
Equation 17:

(17)

4. Step 4: Establish the normalized initial-direct-relation matrix.

Let 7, = (UMF(Z),LMF(Z)), and UMF(Z) = (a,b,c,d) and LMF(Z) =
(e, f, g,i, h), of which the fifth element is its height. Therefdig, can be defined by
nine matrices, whose elements are crisp humbers (Liu @nd&l2008):
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0 a, .. d 0 H, .. B 0 H, .. K

' 0 ... 4& .0 ... .0 .

Z . . . .
d, d, .. O 4, H, .. O He B, .. 0

a

Zy contains the forth element OMF(Z). All Z; are normal IT2 FSs; thereforgy
contains the greatest elements in the initial-direct-relation mathg. normalized
direct-relation matrix can be defined as

X1 X X,
X = X1 X?z . | wherex, :i=(é ﬁ % é é i i —Z hJ
: S S S S S S SS
)~<n1 )~(n2 S(nn
s= r]];g1 Z::Xdij ] (18)

Note that the fifth element ofEMF(Z) (height) is normalized between 0 and 1;
therefore, there is no need to normalize this element.

. Step 5: Compute the total-relation IT2 FS maitix

To compute the total-relation IT2 FS matiixwe have to ensure the convergence of
llimf(l = 0. The elements ok’ are also IT2 FSX can be defined by nine matrices,

and the elements of these matrices are all crisp numbers.

Theorem 1.Let

S X X,
oKy Xy X o Lo
X' = X; , f wherex, —(% Bede,f Pjgij,lij,h)
)~(Inl %nZ S{mn

and further define eight matrices. There is no needonsider the ninth matrix that
contains the heights &M F(X):

élﬂ éliz % blll bllz Bn |~1|1 |~|12 I~|]n
X' = al21 él22 am X = b|21 blzz Hm X = |~2|1 I~I22 |~|21
a 1 b . H 1 I\

8y &, - &, b, B, .. B, oL

Proof. The proof is straightforward; all the eight me#s contain crisp values, and the
matrix multiplication is used to prove this theorem
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Lin and Wu (2004) provedmit X, =O and lim (1+X,+ X2+ +X,)=@1-X%)"

- 00

based onZXu“_ < s for triangular fuzzy sets. We used this theoremT@ FS matrix
j=1

T. Therefore, limitX, =O and !im(l Xy X2+ + Xy) =1 X,)" based on

Zxdij <sand T :!im(l +X +>Zz+...+>€'). Then the total-relation matrid is

=1 o

acquired as follows:

'_‘i—l'l

[N
—)

[y

N
[l

I

™ | wheref, :(a].“ B e g, ,Fij,H‘) ; the

t, L, ... 1,

() ]= X x@=-X) N[ ]= X x @ ) [ ]= 00 X3 fi]= x (19)

—
1l
~—+
RN
[y
~—+
.Nz
N
—H

To acquire the importance weight of each criteriga,calculatedD, + R, , where D,

shows the sum of the rows ai] shows the sum of the columns of the total-relation
matrix T and can be obtained through Equations 20 and 21:

D, :igj (i=12,..n) (20)
R, =igj (i=12,..n) (21)

Note that in Equations 20 and 2},1, j = 1, 2,...,n are IT2 FS, and their addition
must be based on Equation 16.

. Step 6: Decode each IT2 FS into a word.

In the previous step, we calculated the weightsefrh criterion, but these weights
are IT2 FSs and must be decoded into words. Tloisess is called the decoder. The
IT2 FSs obtained from the previous step were dataue seven words: ‘extremely
low,” ‘very low,” ‘low,” ‘fair,” ‘high,” ‘very high ,” and ‘extremely high.” A decoding
codebook is needed to store the FOUSs for thesensewrls. Therefore, IA is used to
map the intervals collected from the group of deaisnakers into IT2 FSs. In order
to get the criteria weights based on the wordsha ¢odebook, the decoder must
compare the similarity between two IT2 FSs so that output of step 5 can be
mapped into its most similar word in the codebobkese weights that are based on
the words can be further used in the evaluatioredam perceptual computing.
Several similarity measures are introduced for (B@stince 2000; Gorzalczany 1987;
Mitchell 2005; Wu and Mendel 2008, 2009). In thisidy we used the Jaccard
similarity measure for IT2 FSs. This approach @sesage cardinality. Equation 22 is
used to calculate the Jaccard similarity measurélroFSs.


www.SID.ir

To decode the IT2 FSs obtained frdn+ R, , IT2 FSs must be mapped into [0,10].
For this reason, we used the min-max normalizatiethod defined in Equation 23:

v :Lm'_a‘(new—max A- new- minA+ new minA (23)

maxA- minA
In this approach we acquired the criteria weightselaon the interrelations between
criteria. Further, these weights can be used foruatiain based on the perceptual
computing method. The weights used in perceptual cangputere independent, but
this study helped to extend perceptual computing usiegendent criteria and
defining weights for each of them.

Application of proposed method in defining weights for
dependent criteria

We used the proposed method to define weights of ieritbat were used to evaluate the
knowledge management capability of organization.

1. Step 1: Identify the decision goals, criteria, anoug of experts.

For evaluating the knowledge management capabilityorgfanization based on

perceptual computing, we had to define the weightsech criterion. Perceptual

computing considers each criterion independent fronothers. For this reason, the
DEMATEL method was used to define the weights forecit that were dependent
and had interrelations. A group of three knowledg@agament experts were asked
to compare the criteria. Six criteria were chosantlics reason including vision for

change, culture, structure, infrastructure, suppont d¢bange, and knowledge

management processes.

Step 2: Develop linguistic codebooks for decision mgkin

The codebook of words that was used for comparingntiheence of criteria on each
other contained ‘very high influence,” ‘high influee,” ‘low influence,” ‘very low
influence,” and ‘no influence.’ The IA is used to ntapse intervals into IT2 FSs. The
FOUs for each word are presented in Table 2, and Rigote 2 depicts the FOUs for
the five words in the codebook.

Table 2FOU data for all words in the influence codebook

Word UMF LMF

No influence [0,0,0.137628,1.974745] [0,0,0.0917526497,1]

Very low influence [0.37868,2,2.5,4.62132] [0.58678212445,2.212445,3.414214,0.849779]
Low influence [2.37868,3.5,4.5,6.62132] [2.79289292893,3.792893,4.207107,0.585786]
High influence [4.708759,7.770621,10,10] [5.0505128745,10,10,1]

Very high influence [7.367007,9.816497,10,10] [®663,9.908248,10,10,1]
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The fifth parameter for the LMF is its height.

Figure 2 FOUs for the five words in the influence codebook.

The codebook used for the expertise weight is showhalle 3. This codebook contains
three words (low, moderate, high).

Table 3FOU data for all words in the expertise weight codebook

Word UMF LMF
Low [0.085786,1.5,3,4.62132] [1.792893,2.28084 BA%A7,2.81066,0.404234]

Moderate [3.585786,4.75,5.5,6.914214] [4.8585784281,5.034231,5.141421,0.273849]
High [5.982233,7.75,8.6,9.517767] [8.034315,8.358/8357323,9.165685,0.571004]

The fifth parameter for the LMF is its height.
3. Step 3: Compute the linguistic weighted average @bfsessments.

To measure the weights of each criterion based omtbgelationship between the
six criteria, three knowledge management experts asked to compare the criteria
based on the codebook defined in Table 2. Theretbreg pair-wise comparison
matrices 7', 72,7 are obtained. Table 4 shows the relative comparisonixrfat

one of the decision makers based on the codebook defireable 2. The average of
these three matrices is obtained from LWA using EqudtibriTo compute the LWA
mentioned in Equation 17, decision makers' expertisghtgeshould be defined. In
this study we assume the equal expertise weights (‘medeffatr the decision

makers. The weights for decision makers' expertise agnshioTable 3. The result

of LWA is initial direct-relation ‘matrixZ that is shown in Table 5.

Table 4 The pair-wise comparison matrix Z* for one of the decision makers

C1l C2 C3 C4 C5 C6
C1 - Low Low Low Very high Very high
Cc2 High - Low Low influence Very high Very low
C3 High High - High High High
C4 Low Low High - High High
C5 High Very high Low Low influence - Very high
C6 High High High High Low -

Table 5The initial direct-relation IT2 FS matrix Z

C1l C6
c1 [0,0,0,0,0,0,0,0,0,0.2738] [2.7652,5.6223,6.5244,8.1632,4.5201,5.0644,6.513802,0.2738]
C2 [4.7088,7.7706,10,10,5.0505,6.0567,10,10,0.2738] [0.3787,2,2.5,4.6213,0.5858,1.11,3.0269,3.414238P7
C3 [4.7088,7.7706,10,105.0505,6.0567,10,10,0.2738] [4.7088,7.7706,10,10,5.0505,6.0567,10,10,0.2738]
C4 [1.0617,2.6951,3.5732,5.9383,1.6581,2.1852,2328219,0.2738] [4.7088,7.7706,10,10,5.0505,6.0567,10,10,0.2738]

C5

[1.8574,4.6742,6.5244,8.1632,2.7550,3.5833,6,518002,0.2738] [7.3670,908165,10,10,8.6835,9.0189,10,10,0.2738]

C6

[3.1744,5.4791,7.4512,8.8462,3.88984.6585,7.008355,0.2738] [0,0,0,0,0,0,0,0,0.2738]

4. Step 4: Establish the normalized initial-direct-relatmatrix.

We used Equation 18 to normalize the initial diret&tion IT2 FS matrix. The result
is shown in Table 6.
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Table 6 The normalized direct-relation 1T2 FS matrix X

Cl

C6

C1

[0,0,0,0,0,0,0,0,0,0.2738]

[0.0602,0.1224,0.1420,0.1777,0.0984,0.1102,0.141480,0.2738]

Cc2

[0.1025,0.1692,0.2177,0.2177,0.1099,0.1318,0.217177, 0.2738]

[0.0082,0.0435,0.0544,0.1006,0.0128,0.0242,0.065843, 0.2738]

C3

[0.1025,0.1692,0.2177,0.2177,0.1099,0.1318,0.217177, 0.2738]

[0.1025,0.1692,0.2177,0.2177,0.1099,0.1318,0.217777,0.2738]

C4

[0.0231,0.0587,0.0778,0.1293,0.0961,0.0476,8,0/@332, 0.2738]

[0.1025,0.1692,0.2177,0.21770.1099,0.1318,0.217¥70.,0.2738]

C5

[0.4004,0.1017,0.1420,0.1777,0.06,0.0780,0.041830, 0.2738]

[0.1604,0.2137,0.2177,0.2177,0.1890,0.1963,0.217777,0.2738]

C6

[0.0691,0.1193,0.1622,0.1926,0.0847,0.1014,6,05P564, 0.2738]

[0,0,0,0,0,0,0,0,0.2738]

5. Step 5: Compute the total-relation IT2 FS maffix

Equation 19 was used to compute the total-relationA%$2matrix T . The result is
shown in Table 7D, + R, can be computed from Equations 21 and 22. Table 8sshow

the result of D, +R, for each criterion's nine numbers. Each set of mnmbers
shows an interval type-2 fuzzy set that can be drawthadso can be decoded to a

codebook of words.

Table 7 The total-relation IT2 FS matrix T

Cl

C6

C1

[0.0296,0.1573,0.4131,1.2882,0.0546,0.0882,0.38%408,0.2738]

[0.0996,0.2912,0.5439,1.4252,0.1562683,0.5262,0.5869, 0.2738]

Cc2

[0.1209,0.2971,0.5852,1.4177,0.1467,0.1960,0.578302,0.2738]

[0.0501,0.2217,0.4716,1.3223,0.08B3274,0.4796,0.5437, 0.2738]

C3

[0.1322,0.453,0.7340,1.6814,0.1603,0.2193,0.7068/9, 0.2738]

[0.1476,0.3778,0.7504,1.6691,0.182432,0.7345,0.7973, 0.2738]

C4

[0.0636,0.2460,0.5767,1.5072,0.0980,0.1473,0.546803, 0.2738]

[0.1481,0.3678,0.7029,1.5614,0.182903,0.6889,0.7447, 0.2738]

C5

[0.0759,0.2645,0.5504,1.4334,0.1218,0.1718,0.532%46, 0.2738]

[0.1865,0.3692,0.6065,1.4447,0.212807,0.6007,0.6598, 0.2738]

C6

[0.0939,0.2672,0.5968,1.5117,0.1260,0.1742,0.565258, 0.2738]

[0.0343,0.1803,0.4656,1.3369,0.(1668852,0.4519,0.5110, 0.2738]

Table 8 The values ofD, + R, and the decoded weights of criteria

|f)i + ﬁi Decode
C1l [0.0371,1.776,3.1255,9.3084,0.2876,0.5925,2.943910,0.2738] Low
C2 [0,1.1046,2.9316,8.9268,0.2499,0.5425,2.821273.D.2738] Very low
C3 [0.1808,1.4706,3.6779,10,0.4287,0.7739,3.519975.,0.2738] Low
C4 [0.0060,1.0729,2.9632,8.9265,0.2190,0.5105,8.827186,0.2738] Very low
C5 [0.1719,1.4384,3.4240,9.5869,0.4757,0.7974,3.308270,0.2738] Low
C6 [0.1177,1.3616,3.4275,9.5949,0.3695,0.6949,53.307258,0.2738] Low

6. Step 6: Decode each IT2 FS into a word.

The weights for each criterion were calculated ip $tdased on interval type-2 fuzzy
sets. These weights can further be used in perceptugbuting without decoding
them to words. In addition, the weights can be decomedvords. The weight
codebook was needed to decode the IT2 FSs obtamedstep 5 into words. For this
reason, a group of 30 people including the main dectigiakers in step 1 were asked
to define end point intervals for the seven wordshim codebook; then, the IA was
used to map these intervals into IT2 FSs. The FOUs ®mtbight codebook are
shown in Table 9. Also, Figure 3 depicts the FOUs foseven words used for the
weight codebook. As mentioned before, we used theadhcimilarity measure to
decode the FOUs obtained from the previous step irdodsvfrom the weight

codebook. In order to use the Jaccard similarity measDr +R, should be

normalized in [0,1]. For this reason, we used EquatRinAfter normalizingD, + R, ,
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values of the Jaccard similarity measure can be usedctmdd the IT2 FSs weights
into words based on the Jaccard similarity measuredis&iown in Equation 22. The
result of the decoder for each criterion is showrmellast column of Table 8.

Table 9 FOU data for all words in the weight codebook

Word UMF LMF
Extremely low [0,0,0.137628,1.974745] [0,0,0.04587658248, 1]

Very low [0.085786,1,2,3.414214] [0.896447,1.353353:3553,1.603553,0.414214]
Low [0.982233,2.75,3.75,4.81066] [2.792893,3.3533553553,4.207107,0.585786]
Fair [2.87868,4.5,5.25,7.12132] [4.292893,4.8186@07107,0.549337]

High [4.585786,6,7.05,8.414214] [5.792893,6.5146840,4348,7.207107,0.573901]
Very high [6.585786,8,9,9.789949] [8.292893,8.6306(530603,9.207107,0.477592]
Extremely high [7.367007,9.816497,10,10] [9.4738(863299,10,10,1]

The fifth parameter for the LMF is its height.

Figure 3 FOUs for the seven words in the weight codebook.

Discussion

The purpose of this study was to extend DEMATEL «and d¢oenbt with perceptual
computing in order to consider the interrelationsmMeein weights in perceptual computing.
According to the results, the IT2 FS extension of DEINEA and the combination of
perceptual computing and DEMATEL lead to the weigiftevaluation criteria based on the
codebook of words. Perceptual computing was used foisida making and subjective
judgments. Words are the enabler of perceptual congudimd in this subjective judgment,
IT2 FSs are used to model the words' uncertaintyrderdo obtain the weights of dependent
criteria, a codebook of words for evaluating thduemhce of criteria on each other was
presented. We applied the proposed method to obtaiwéights of criteria for knowledge
management evaluation by perceptual computing. Decisigkers were asked to associate
the end points of intervals to each word. Then therwals collected for each word were
modeled into IT2 FSs with the use of the interval apph. The words used for defining the
influences and their related IT2 FSs are shown inél'@blDecision makers were asked to
define the influence of criteria on each other tgto matrices. Three influence matrices are
defined in this paper for six criteria. The differertwetween the fuzzy DEMATEL proposed
by Lin and Wu (2004) and our approach is the effé&xpertise weights on the aggregation
of influence matrices. The linguistic weighted averags used to aggregate these matrices.
The aggregated matrix was based on the level of espditat contained IT2 FSs and is
presented in Table 5. In order to decode the IT2 iR&s words, we used the Jaccard
similarity measure. The result of the decoder for the csiteria is shown in Table 8.
However, the IT2 FSs of weights could be decoded ¢ngp numbers, but we mapped IT2
FSs to words to use them further in perceptual comp@valuations. Also, other methods
can be used to decode the IT2 FSs into decision clabaesds (Mendel and Wu 2010).

Conclusions

To improve the interrelations between decision maknitgr@ in perceptual computing, we
proposed an interval type-2 fuzzy set extension ofBMATEL method. In this method,
we combined the perceptual computing characteristitts e fuzzy DEMATEL in order to
map the influence matrices defined by words into wsigim perceptual computing, words
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are mapped into IT2 FSs. IT2 FSs are able to showrtertainty related to each word in the
codebook; therefore, they are suitable to model tleeniainty associated to decision making
in the real word. The DEMATEL method considers thenmations between criteria and

defines weights based on these relations. Thereforeotidination of these two methods
leads to a decision making method that can considewuricertainty related to decision

making and also the interrelations between criteree Weights obtained from the proposed
method can further be used for evaluation based adswvtn order to define the cause and
relation between criteria, the IT2 FSs should be zefied into crisp numbers. However,

other decoding methods can be used to map the IT2t¢%/ands.
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