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Abstract

In competitive markets, market segmentation is a critical pdibtisiness, and it can be ug
as a generic strategy. In each segment, strategies lead mempa their targets; thu
segment selection and the application of the appropriate strategeestime are ver
important to achieve successful business. This paper aims to esttategy-aligned fuzz
approach to market segment evaluation and selection. A modular dedipjportssysten
(DSS) is developed to select an optimum segment with its appeomietegies. Th
suggested DSS has two main modules. The first one is SPACE mvhidh indicates th
risk of each segment. Also, it determines the long-term sieateghe second module fin
the most preferred segment-strategies over time. Dynamicoriefwrocess is applied

prioritize segment-strategies according to five competitivee factors. There is vaguen
in pairwise comparisons, and this vagueness has been modeled usingdoeepts. T¢
clarify, an example is illustrated by a case study in'sraoffee market. The results show {
success possibility of segments could be different, and choosingetiteones could he
companies to be sure in developing their business. Moreover, changingidhty mf
strategies over time indicates the importance of long-temnnpitg. This fact has be
supported by a case study on strategic priority difference hiort-s and long-tern
consideration.
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Background

Porter 1980) described a category scheme including three géypral of strategies: Cost
leadership, differentiation, and market segmentation which are commset by various
businesses to achieve and maintain competitive advantages. fifeesgdneric strategies are
defined along two dimensions: strategic scope and strateging8ir Strategic scope is a
demand-side dimension and looks at the size and composition of the y@ukiettend to
target. Strategic strength is a supply-side dimension and lookise astrength or core
competency of the firm. Market segmentation is narrow in scope Wwbth cost leadership
and differentiation are relatively broad in market scope. Maskgmentation divides the
market into homogeneous groups of individual markets with similar psiroi response as a
number of smaller markets have differences based on geography, rdphicg firm
graphics, behavior, decision-making processes, purchasing approaithaspn factors,
personality, lifestyle, psychographics, and product usage (Aaker 1995; BarahShapiro
1983; Dickson 1993; Kotler 1997; Bock and Uncles 2002; Nakip 1999; File andePrinc
1996). The results of segmentation could be improved considerably if itfonman
competitors is considered in the process of market segmentatidne(Said Rese 2001).
Market segmentation allows the marketing program to focus-on a spetiaf {heg market to
increase its competitiveness by applying various strategiesse strategies can be new
products development, differentiated marketing communications, advenisereation,
different customer services development, prospects targetiry thvit greatest potential
profits, and multi-channel distribution development. Many researctexeloped the
evaluation and selection of market segmentation methods to achieve gustomer
satisfaction by focusing on marketing programs designed tdysatistomer requirements
efficiently. The vast majority of decision-making methods have fadumn evaluating the
different segmentation methods and techniques (Kuo et al. 2002; Lu 2003; @oagHdla
Soberman 2005; Liu and Serfes 2007; Ou et al. 2009; Phillips et al. P§diCet al. 20114,
2011b). In the market segment evaluation and selection, there argtdgas or procedures
that were introduced by Montoya-Weiss and Calentone (2001): probiectusing, segment
formation, segment evaluation and selection, and description of segment strategy

Distinction of segmentation at a strategic or at an operatienall has been made by several
authors such as Goller et al. (2002) and Sausen et al. (2005). The gssenaption behind
the dimensionis that there is a fundamental difference in hovirthes affected by the
segmentation (Clarke and Freytag 2008). At a strategit, lgneconsideration is on the top
management level and concerns the creation of missions and stnategi, and can become
closely linked to the capabilities and nature of the organizatiamkiGke and McDonald
1997). At the operational level, there is a concern for planning and apedaschemes for
reaching target segments with an effectively adjusted offeais well as monitoring the
performance (Albert 2003). In a competitive market, strategeesréical points of business,
which lead the companies towards their vision as their finalrdestn. Strategy description
and selection is an important part of strategic management prddesy approaches,
techniques, and tools can be used to analyze strategic cabes pnotess (Dincer 2004).
Ray (2000) applied strategic segmentation where, prior to price competitbrfjreatargets
the information to specific consumers who are informed by a firm that they gdrobuit.

Among the strategic tools, SPACE matrix (Rowe et al. 1982t@ranon method. It is used
as a strategy description and success evaluation technique tliaiesnéwo dimensions:

internal perspectives (financial strength (FS) and compet#dvantage (CA)) and external
perspectives (environmental stability (ES) and industry strength (1S)
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All marketing strategies include a search for competitiveaathges (Bharadwaj and
Varadarajan 1993; Day and Wensley 1988; Varadarajan and Cunningham 199%nHunt
Arnett 2004). According to Sollner and Rese (2001), ‘The consideration gbetivine
structure provides additional basic information on segment formationTéwe consideration
of competitive structure facilitates the selection of promgisegments’. SPACE matrix is a
support tool for decision-making process, and it is very useful when th&etma
competitiveness is a critical point of decision-making processhis method, internal and
external perspectives are evaluated according to the oveualiait of the company in the
market to build strategies basing on the factors in the four main gfB8p£A, ES, and 1S).
These generic strategies are termed as ‘defensive’, ‘aggres&onservation’, and
‘competitive’ which can be broken from the main strategies. Mare the SPACE matrix
can indicate success possibility through the algebraic summatidime ofvaluated factor
scores within its two dimensions (Figure 1).

Figure 1 Space graph and generic strategies

In a dynamic and ever-changing world, the time frame is impbfa a segmentation
process (Nakip 1999; Freytag and Clarke 2001). Market segmentstratefjiss can be
selected based on a set of factors and sub-factors which varyiroeerit competitive
markets, the effects of time are more sensible on pridrdizalt means that their priorities
could be changed particularly when the factors are time-deper8aaty (2007) extended
the analytic hierarchy process (AHP)/analytic network med@NP) to deal with time-
dependent priorities and referred them as dynamic hierarchysgr{i@elP)/dynamic network
process (DNP). In his method, prioritization is done by considemmghanges in the market
over time, which affect the importance of factors. Moreover, theyfuoncept has been
applied to solve the problem due to the vagueness of the importaddiea priorities of
these factors. Below, Table 1 shows the recent works on this sabgc&ummarizes their
main considerable issues. As presented in the table, this workdeomsisk’ and ‘factors
interdependency’ in studying and in ‘selecting the segment-strategieioe’.
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Table 1 Market segment evaluation and selection of literatures

Article

Segmentation by  Strategy-aligned

Uncertainty

Interdependency Risk analysis

Time-dependent

competitive factors approach issues decision making
Ou et al. (2009) v v v/ - - -
Liu et al. (2010) v - - - - -
Ren et al. (2010) v v - - - -
Tsaietal. (2011a) v 4 - - - -
Tsaietal. (2011b) v - - 4 - -
Xia (2011) v v - - - -
Aghdaie et al. (2011) v - 4 - - -
Shanietal. (2012) v - - - 4 -
Proposed model v v v v 4 4
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As it is observed in the above table, recent researches have ocedglteimportant factors
of this problem, but none of them provides a comprehensive model. Alsedepeadent
decision making is an affective item that is provided in this pag@&ch was not considered
in previous works.

In this paper, a strategy-aligned fuzzy approach is develapegléct the best segment-
strategy in market segment evaluation and selection problem. A matkdeion-making
process is implemented in two stages:

The first one selects the segments with more chance ofssuatech has an acceptable risk
in a competitive market according to their situation in the SPAfatrix. As the first
contribution, by applying the SPACE matrix method, competition isrtakto account by
defining the distance of segments from the best situation of coimpetdvantage. On the
other hand, this method can give an overall view of the competitive.advantage gfreghte
with a risk evaluation of choosing the segments in a simple gragh.sétond stage is
segment-strategy selection, considering that priorities changeaimerby dynamic network
process. As the second contribution, segments are selected by gogdite effect of time
on the decision-making criteria. Moreover, the effects of gfiedeon changing the priorities
are considered over time, and the trend of segment-strategyi@siadin be determined in
various time horizons. Porter's (1980) five force factors and sutx$dtave been applied as
well known decision-making criteria in dealing with competitidlvantage. This approach
defines the risk level of the segments; thus, decision makers)(RMdd select the
appropriate segments according to their acceptable risk levelsefndre, they could select
more exact strategies by focusing on selected segment. Ihoaddhe proposed DNP
method enables them to analyze segment-strategies over timthismadbility could affect
their decision. The steps of the proposed DSS are shown in Figure 2.

Figure 2 The steps of the proposed DSS

The rest of this paper is organized as follows: In the ‘Methods$iose the dynamic network
process is shown including the explanation of its applications in thieseetkon. The ‘Fuzzy
fundamental’ section presents a brief overview of the fuzzy conckptsection ‘Fuzzy
dynamic network process’; the fuzzy DNP calculation method iepted. In the ‘Results
and discussion’ section, a procedure for segment-strategy selisctidroduced, including
how to select an optimum solution. A case study with its compuo#dticesults is also
presented for the proposed model. The final section gives the conclusions and future works.

Methods

Time-dependent analytic network process

Market segment evaluation and selection can be classifiechafiecriteria decision-making
(MCDM) problem. AHP is the well known and the most widely used metimooihg several
MCDM approaches such as SAW, MEW, TOPSIS, and ELECTRE. AHPintiamduced by
Saaty (1980) for decision-making as a theory of relative measutebased on paired
comparisons used to derive normalized absolute scales of numbeigntieats of which are
then used as priorities. The ANP was developed and implemented by Saaty (12983

with feedback. The ANP feedback approach replaces hierarchlesetivorks in which the
relationships among the levels are not easily represented as biglever, dominant or
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subordinate, and direct or indirect (Meade and Sarkis 1999). In AHP aid #&tic and
derived numbers are used to represent priorities. When the primdtigsacross the time,
AHP and ANP need to be dynamic through the use of numbers orolusiend then derive
either numbers that represent functions like expected values, or flerctens directly to
represent priorities. Saaty (2007) extended the AHP/ANP to dehl time-dependent
priorities and referred them as DHP/DNP. In this way, Y5@2107) presented two methods:
the (1) numerical solution of the principal eigenvalue problem by raising thix noapowers
and the (2) analytical solution of the principal eigenvalue problensdiying algebraic
equations of degree In ANP, the problem is to obtain the limiting result of powershef
super-matrix with dynamic priorities. Because its size mitirease in the near future, the
super-matrix would have to be solved numerically (Saaty 2007). Inutmencal solution,
the best fitting curves for the components of the eigenvector egatned by plotting the
principal eigenvector for the indicated valueg.dh the analytical solution for the pairwise
comparison judgments in dynamic conditions, Saaty (2007) purposed some fufuatithres
dynamic judgments, which are given in Table 2.

Table 2Mathematician's formulation of a dynamic judgment scale

Time dependent Description Explanation
importance intensity
A Constant for alt No change in relative standing
at +a, Linear relation irt, increasing or decreasing ®teady increase in value of one
a point, and then a constant value thereafteactivity over another
Note that the reciprocal is a hyperbola
b; log(t + 1) +by Logarithmic growth up to a certain point andRapid increase (decrease)
constant thereafter followed by slow increase
(decrease)
cie?t + ¢4 Exponential growth (or decayds is negative) Slow increase (decrease)
to a certain point and constant thereafter (ndollowed by rapid increase
reciprocal of case; is negative which results(decrease)
in a logisticS-curve)
ht? + dot + ds A parabola giving a maximum or minimum Increase (decrease) to
(depending oml; being negative or positive) maximum (minimum) and then
with a constant value thereafter. May be  decrease (increase)
modified for skewness to the right or left
eit" sint + &) + &3 Oscillatory Oscillates depending ann >
0 (n < 0) with decreasing
(increasing) amplitude
Catastrophes Discontinuities indicated Sudden changes in intensity

To solve the problem and to obtain the time-dependent principal eigenveatdy (2007)

introduced the numerical approach by simulation, in which at firstjudhgments express
functionally but then derives the eigenvector from the judgmenta foxed instant of time,

substitutes the numerical values of the eigenvectors obtained fom#tamt in a super-
matrix, solves the super-matrix problem, and derives the priofarethe alternatives. This
process is repeated for different values of time, which gerseeacurve for the priorities of
the alternatives and then approximates these values by curves fwitbtional form for each
component of the eigenvector. This procedure is used in this papeabo thig priorities of

the alternatives in fuzzy dynamic network process (FDNP).
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Why dynamic network process?

In a decision-making process of selecting market segnmansities are calculated based on
competitive factors with respect to some important critetiehsas the effects of the
interdependency among the factors and the trend of segmenipstpaterities in various
time horizons. Dynamic network process as a powerful decision-makitigpdnean cover
these important criteria by considering interdependency in networksdynamic decision-
making process. Thus, DNP is a more useful method that can bedajapligioritize the
alternatives in comparison with other decision-making processes.

Fuzzy fundamental

Fuzzy set theory was introduced by Zadeh (1965) to deal with thetainte caused by
imprecision and vagueness in real world conditions. A fuzzy sefklass of objects with a
continuum of grades of membership, which assigns to each.objecti&@ @ranembership
ranging between zero and one (Kahraman et al. 2003).

A triangular fuzzy number (TFNE) with its membership function is shown in Figure 3. TFN
can be denoted by, (n, u), where the tripletl(m, u) are crisp humbers arigc m< u. These
parameters, m andu denote the smallest possible value, the most promising value, and the
largest possible value, respectively. The tripletn( u) as a TFN has a membership function
with following form:

Figure 3 A triangular fuzzy number £ = (I, m, u) . The broken line is a guide to present the
position of the most promising value of‘a THN),(while the solid line denotes the
membership values of a TFN

X2l e xem
m-I|

1 if x=m

H(x)=
u—-x .
if m<x<su

u—-m

0 Otherwise.

Fuzzy operationsfor TFNs

Let A = (I5,my,up) andB = (Ig,mp,ug) be two TFNs; there are some primary fuzzy
operations as bellow (Keufmann and Gupta 1991; Kahraman et al. 2002):

1) Addition of two fuzzy numbers:
AOB=(l, +lg,m, +m,,u, +u;)

2) Multiplication of two fuzzy numbers:
AOB=(l,lg,mm,u,u, ), wherd, and, =

3) Multiplication of a crisp numbek and a fuzzy number:
k.A=(Kl, km, ku, ), wherd, and, >

4) Division of two fuzzy numbers:
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AAB = (1, /ug,m, /my,u, /ly), wherel, and, =

5) Addition of two fuzzy numbers:
AOB=(l, +lg,m, +m,,u, +u;)

6) Multiplication of two fuzzy numbers:
AOB=(l,lg,mym,u,u, ), wherel, and, =

7) Multiplication of a crisp numbet and a fuzzy number:
k.A=(Kl, km, ku, ), wherd, and, >

8) Division of two fuzzy numbers:
AAB=(l, /u;,m, /m,,u, /l,), wherd, and, >

Linguistic variables and fuzzy numbers

Linguistic variables represent an opinion independent of measwystens While variables
in mathematics usually take numerical values, in fuzzy logicicgijgns, the non-numeric
linguistic variables are often used to facilitate the exppassf rules and facts (Zadeh et al.
1996). The fuzzy scale regarding the relative importance to neettsirelative weights is
proposed by Kahraman et al. (2006). This scale was used to solyedezzion-making
problems (Kahraman et al. 2006; Tolga et al. 20053dbeiren and Yiksel 2010) in the
literature of strategic management. This scale ' was laggt g Mikhailov (2000, 2003) in
fuzzy prioritization approach. Linguistic scales for difficultydaimportance are shown in
Table 3 and Figure 4, and the linguistic values and the meanayf mumbers are shown in
Table 4 and Figure 5.

Table 3Linguistic scales for difficulty and importance

Linguistic scale for difficulty Linguistic scale for Triangular fuzzy Triangular fuzzy
importance scale reciprocal scale
Just equal Just equal (1,1,1) (1,1,1)
Equally difficult Equally important (1/2, 1, 3/2) (213, 1, 2)
Weakly more difficult Weakly more important (1, 3/2, 2) (172, 213, 1)
Strongly more difficult Strongly more important (3/2, 2, 5/2) (2/5, 1/2, 213)
Very strongly more difficult ~ Very strongly more (2, 5/2, 3) (1/3, 2/5, 1/2)
important
Absolutely more difficult Absolutely more (5/2, 3, 7/2) (217, 113, 2/5)
important

Figure 4 The membership functions of linguistic variables for importanceweights.El,
equally important; WMI, weakly more important; SMI, strongly more impartdSMI, very
strongly more important; AMI, absolutely more important. The broken line is a guide
present the position of the most promising value of a TRINwhile the solid line denotes
the membership values of a TFN

Table 4 Linguistic values and mean of fuzzy numbers

Linguistic values for negative  Linguistic values for positive  The mean of fuzzy
sub-factors sub-factors numbers

Very low Very high 1
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Low High 0.75

Medium Medium 0.5
High Low 0.25
Very high Very low 0

Figure 5 The membership functions of linguistic variables for ratingsVH, very high;

VL, very low; H, high; L, low; M, medium. The broken line is a guide to present the position
of the most promising value of a TFh), while the solid line denotes the membership
values of a TFN

Why fuzzy logic?

In most of cases, pairwise comparisons are vague because egmiprdéas its special
specifications. Using fuzzy numbers is a powerful tool to overctmeuncertainty and
vagueness of data. On the other hand, pairwise comparisons withstimguariables are
easier for experts. Fuzzy set theory was introduced by Zadeh) (tB@8&al with uncertainty
due to imprecision and vagueness; since then, many applications havedvedoped in
fuzzy decision-making processes. For computational efficiency, vajatzor triangular
fuzzy numbers are usually used to represent fuzzy numbersafdi Yuan 1995). In this
paper, TFNs are used to make the mathematics manageal#dasntb understand, and to
facilitate presentation of the case.

Fuzzy dynamic network process

Mikhailov (2000, 2003) developed a fuzzy prioritization approach with the adysaofahe
measurement of consistency indexes for-the fuzzy pairwise c@mopamatrices. In other
methods (Buckley 1985; Chang 1996; Cheng 1997; Deng 1999; Leung and Cao 2000), it is
not possible to determine the consistency ratios of fuzzy pairagsnparison matrices
without conducting an additional study. Mikhailov (2000, 2003) introduced three stages:

1) Statement of the problem
2) Assumptions of.the fuzzy prioritization method
3) Solving the fuzzy prioritization problem that has survived as follows:

In a decision making problem withelements, decision maker provides a sdt ef{dl-j} of
m<n (n— 1) / 2 pairwise comparison judgments, wherel, 2, ....n—-1,j =2, 3, ...n,j >
i, represented as triangular fuzzy numb#rs= (lij,ml-j,uij) . A crisp priority vectow =
(w1, Wy, ..., W) could reach from the problem with the fuzzy condition as follows:

L e Mz 1)
W,

where the symbok denotes ‘fuzzy equal or less than’ and with a imership function of
inequality shown as follows:
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(w/w)-ly w
W) w s
M{'J= oy 2)
Wi uij_(vvi/Wj) W
_'ij
Uy —my W

There are two main assumptions that the solutiguriofitization is based on. The first one is
the existence of non-empty fuzzy feasible @&em the ( — 1) dimensional simple§Q"

= > 031

3)
i=1
where the membership function of the fuzzy feasibéa is given by:
. i=1,2,..n—-1
w)=min- 4. (W . 4
Ho (w) u{%(mzz&”nu»} (4)

The second one is a priority vector that is seteatgth having the highest degree of
membership in the aggregated membership functipn (4

A" =y (W) = ma min{ 1, ()}

(5)

The maximum decision rule from the Game Theorysisduto solve the fuzzy prioritization
problem. The maximum prioritization problem (Seitended as follows:

Maximize A

(6)

subject to:

A<y (w)i=12,.p- 1= 23,.ni<]j

n

2w =1
i=1

w>0i=12,..n

With regard to the membership function (2), probi@ncan be transferred into another form
that is shown as follows:

Maximize A

(7)
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(m; =1, )2, —w +1,w; <0

(uy =m; ) 2w, +w —uyw, <0

anwk =1lw,>0k=12..n.

212 -1 i= 23.n j>i

The non-linear problem (7) will be optimized where= 2 and W = W, and the fuzzy
judgment will be satisfied if thé" is positive. Also, it can be applied as the cdesisy
measure of the initial set of fuzzy judgments. Whtem value ofl” is negative, the solution
ratios approximately satisfy all double-side indiigs (1), that means, the fuzzy judgments
are inconsistent. To obtain the time-dependentijpah eigenvectotV' should be calculated
for different values of timé\;. These eigenvectors\{) are used to generate a curve that
shows the alternative priority in each period. Hfternative curves are gathered in a graph
that could help DMs to select the best option.

Results and discussion

Procedure of segment-strategy selection

In this section, a procedure for segment-stratefgction is developed in ten steps to select
the best potential segment with its strategies dnsidering an acceptable risk and in five
competitive forces factors which have been develdpe Porter (1980). According to this
procedure, the market segments and strategie&lactes! in two main modules of a decision
support system. In the first step, the risk-amasirassigned by SPACE matrix method, and
the segments are filtered based on special acdepiak level which has been defined by
DMs. In the second step, there are some segmeimth wbime from the first step. For every
segment, some strategies are defined accordinpeio position on SPACE matrix. DNP
method in fuzzy environment has been applied tk the@ segment-strategies.

Regarding this model, DM will be able to select #egments that have more chance of
success according to their risk amount and to seleper strategies in each segment with
competitive conditions. These steps are definddlkmsvs:

Step 1. Segment filtering based on risk amount

1 Develop appropriate factors based on SPACE diimes#cluding internal perspectives
(FS and CA) and external perspectives (ES and IS)

2 Assign relevant scores for each factor of segsnamd compute the total score in each
dimension (internal and external); then, traceptb&tion of each segment on SPACE
graph

3 Assign a proper risk level for each segment and the segments which are out of the
acceptable risk level (ARL)

4 Define feasible strategies for each segment aicera list of segment-strategy

Step 2. Select the best segment-strategy
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1 Develop proper factors to choose the best segatetegy, considering the vision
statement

2 Compare factors for each alternative by consigethie time variation and determine the
effect of factors on each other

3 Calculate the score by FDNP for each segmerteglyaccording to the five competitive
force factors

4 Make a discussion based on the score and choedest segment-strategy

A case study is illustrated to select an optimugnsnt-strategy for a special coffee product
in Iran market with regard to the procedure thas weroduced before. While coffee is not
technically a commodity, coffee is bought and sbl roasters, investors, and price
speculators as a tradable commodity insofar agedfas been described by many, including
historian Pendergrast (1999), as the world's ‘sécorost legally traded commodity’.
Decaffeination is the act of removing caffeine framffee beans. As of 2009, progress
towards growing coffee beans that do not contafifeice is still continuing (Mazzafera et al.
2009). Consumption of decaffeinated coffee appteale as beneficial as caffeine-containing
coffee in regard to all-cause mortality, accordiog large prospective cohort study (Brown
et al. 1993). Decaffeinated products are produsexdoffee firm.in Iran as a special product
that can be put into the narrow markets from a chehperspective, particularly in the Middle
East area. In Middle East, tea is a more populaerage than coffee. This decreases the
demand of coffee as a substitute product (espgoaitdtaffeinated coffee which has not
existed before) in comparison with tea.

To focus on a special part of the market to in@easnpetitiveness, a committee defines five
segments (Table 5) to develop decaffeinated caffeand the Middle East. This committee
includes business and market experts which have than eight years of experience in sales
or marketing in the Middle East. This committee sists of six managers within the
company, who are professional in market with highegience in strategy development. All
data have been collected by a team of market @seaperts to present to the committee to
evaluate and segment the market, define and séhetdbrs and sub-factors, develop
strategies, and execute pairwise comparisons idegbision-making process.

Table 5Segments in the coffee market

Segments Remarks

Supplies Iran market with branded products
Exports branded products to the Middle East
Supplies Iran market with bulk products
Exports products in bulk to the Middle East
Produces branded products for other brands

LYY o

Segment filtering based on risk amount
Definition of segment positions

After developing the appropriate factors based BAGE dimensions, DMs assign a relevant
score to each sub-factor for each segment (Table 6)
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Table 6 Factors and sub-factors of the risk definition model
Factors Sub-factors S1 S2 S3 S4 S5
Environmental stability (ES) Demand variation (ES 4 4 3

Competitor prices (E$

Inflation rate (E9)

Technology improvement rate (S

Elasticity of demand (B3
Industry strength (IS) Supply chain managemeny) (IS

Potential growth ability (19

Profitability (1S;)

Optimal resources consumption IS

Optimal capacity usage @S
Financial strength (FS) Liquidity power (BS

Investment returns (BB

Working capital (F9

Cash flow (F%)

Ease of leaving the market S
Competitive advantage (CA) Market share (LA

Product quality (CA)

Customer loyalty (CA)

Technology (CA)

Product distribution power (GA

ANWOWPRARWWOOAOUUONWPAMAOODWNDD WO WO
Wwphrhoaobrb,wbrbrohr,,whbrhp,rbr,rbbphowowdr~owow
NNWEANAEARMNWWWWPRARWWPSAOIOWOLDN
WWWOAWWWWNEDMBENWWWWWNDN
P NPAPOONNBENOLOWOWPRPRWWOIOAOW WS B oO

The scores should be between 0 to 6, where 6 itedithe best condition and 0O indicates the
worst for positive factors (financial strength amdlustry strength) and vice versa for
negative factors (environmental stability and cofitipge advantage). For example, the
amount ofproduct distribution power (CAs) which is a sub-factor afompetitive advantage

as a negative factor is 1.ir,;Svhich means there are suitable conditions taidige the
products in § in comparison with the competitors. On the othand) the amount of
Profitability (IS3) as'a positive factor ahdustry strength is 6 in §, which means there are
suitable conditions to produce the product withhhpgofitability in § in comparison with
other products in the other segments. Accordintpése scores, total scores are calculated in
each dimension of SPACE matrix using (8) and (9 position of each segment is traced
on SPACE graph according to the obtained paiutd assign a proper risk amount to each
segment. Segment filtering will be done accordinghte assigned risk amounts and by a
certain acceptable risk level.

({, ¥) shows the position of segmgniwherex andy are horizontal and vertical dimensions
of the SPACE matrix, respectively. These pairscateulated based on the sub-factor scores
in two dimensions, whereis calculated by (8) angby (9).

x! =1S! - CAl :ZN:(IS,j - CA)

. = (8)
i =1,2,.. N( number of sub-factgi

i=12,..,5
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N

y' =FS - ES :Z( FS- EQ i= 1,2, N(N=number of sub-fagtorsj = ,..L,2(9)
i=1

The position of each segment has been calculatstlan the sub-factor scores:

x1:|sl—CA1:ZS:(|$1—cAl):(2+3+6+ 43-(3 43 2 ¥

i=1

V' =FS - Eg:i( F&- E§=( 2 6 5 5)3( 6 B+3+ )41

i=1

The position of5, is (2,1), and in this way, other positions aregkted as follows:

$,=(30).5,=(4-9 5,=(- 1) andS,=( &
Definition of risk levels

Different points on SPACE matrix show the successsibility of each segment that is
considered as risk amount of segments. The mosihklity occurs when financial strength
and industry strength get the most score as pediéetors, and environmental stability and
competitive advantage get the lowest score as imegtctors. So, the pair (6, 6) has the
most success possibility with lowest risk amounthi@ SPACE matrix, and the pair (—6,—6)
has the most risk amount. Risk of other pointseingéd based on their distance from (6, 6).
The surface of the SPACE matrix is separated iwt dreas according to the distance from
the best point. These areas are defined by radwisieb have been calculated based on fuzzy
approach. It means that the Euclidean distance frmrworst and the best points has been
separated into five sections according to the Istguvalues and the mean of fuzzy numbers
(Table 3 and Figure 5)..Thus, the Euclidean digtaniceach segment from the best point
towards the worst point can show a level of risk.

Let (¢, y) show the position of segment_et (X, Y) show the best position, ang'(Y’) show
the worst position'in a SPACE graph. The risk amafn(¥, y) is defined based on its
Euclidean distance proportion that is showed deis!:

Risk (x1,/) \/(x—xi)2+(v—yjl)2. .

Euclidean distance proportions of all positions aedculated by (10). It helps assign
linguistic variables to each position accordind &le 7.

Table 7Risk levels based on Euclidean distance proportion

Linguistic variables Euclidean distance proportion
Very low Between 0 and 1/5
Low Between 1/5 and 2/5

Medium Between 2/5 and 3/5
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High Between 3/5 and 4/5
Very high Between 4/5 and 1

Euclidean distances and proper risk of each segmanicalculated as shown in Table 8 and
Figure 6. ARL is defined to filter segments accogdio ability of risk acceptance of DMs. In
this case, low risk level is considered as maxinARL; it means that segments with risk
level higher than low are rejected. Thus,a®d $ are selected to define proper strategies,
and S, S, and S are rejected because of their high risk levels.

Table 8 Proper risks for each segment with regard to Euclidean distance

Segments Euclidean distance Proper risks
S 0.377 Low

S 0.395 Low

S 0.486 Medium

Sy 0.507 Medium

S 0.648 High

The best situation = (6, 6), and the worse sitnati¢—6, —6).

Figure 6 Fuzzy risk definition model by SPACE graph.The success possibility shown by
the spectrum (the best situation is shown as gie®h the worst situation as red). VH, very
high; H, high; M, medium; L, low; VL, very low

Strategy definition

Strategy definition is done by SPACE matrix. Genestrategies of SPACE matrix are
defensive, aggressive, conservative, and compettiiich could be broken into the main
strategies. In this case, aggressive and consesvatrategies are suitable fop, Sand
aggressive strategies fof. 3he two main strategies were defined ferftdm two different
views: the first one is ‘putting decaffeinated eeffin old basket’ as conservative strategy,
and the second one is ‘A new basket of decaffaihatdfee products with decaffeinated
coffee stores development’ as aggressive strafBugy.aggressive strategy that was defined
for S; is ‘A new basket of decaffeinated coffee and dedgadited coffee stores development’.

Select the best segment-strategy

The five competitive forces model is a common tes¢d in analyzing and supporting the
competitive strategic management in competitive ketar Porter (1980) developed these
forces that model every single industry and marletd help DMs analyze industry
competition for profitability and attractivenessheT five force factors and sub-factors in
Porter's model, which are determined by the coremithire shown in Table 9.
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Table 9 Factors and sub-factors of the five forces model

Factors

Sub-factors

The bargaining power of supplierijF

The bargaining power of customep)F

The threat of substitute products)(F

The threat of new entrants,jF

The intensity of competitive rivalry £

Supplier concentration {p

Importance of order volume to supplierF
Presence of substitute inputg4F
Switching cost of firms in the industry(ff
Differentiation of inputs (k)

Threat of perceived level of product {f-
Price sensitive (f)

Substitutes available £

Buyer concentration ¢g)

Product differentiation (f)

Brand identification (kz)

The quality of substitute products:(F
Buyer inclination to substitute {5
Relative price performance of substitutes(F
Brands (k)

Access to distribution ()

Access to input (f)

Government policy (k)

Capital requirement (k)

Exit barriers (k1)

Fixed cost and value added;{F

Number of competitors €k)

Brand identification (k)

Product differences €k

Switching cost (k)

Factors and sub-factors of Porter's (1980) fivedermodel are applied as decision criteria to
select the best segment-strategy. FDNP is implezdetat rank the segment-strategies. This
method can ‘consider all inner dependency effecisngnfiactors and sub-factors over time.
Using the factors and sub-factors, a decision isemade to rank the segment-strategies
(Figure 7). The decision tree includes four levdlke first level is the decision making

(choosing the best segment-strategy). The secomgrese the factors and sub-factors; the

third level includes the problem criteria. The fibulevel consists of the alternatives.

Figure 7 The proposed ANP model for measuring segment-strategy level

The local weights of the factors are calculatechhyseful method that Saaty and Takizawa
(1986) and Saaty (1996) presented and developkaay prioritization approach. These are

the fuzzy comparison values presented in Table 10.
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Table 10Pa

ir-wise comparison matrix of factors with local weights

Factor

F1 F> Fs F4 Fs Weight

The bargaining power of supplierffF (1, 1, 1) (172, 2/3, 1) (a/2, 2/3,1) (2/5,1/2,2/3) (1,3/2,2) 0.1577
The bargaining power of customeg)XF (1, 3/2, 2) (1,1,1) (272, 1, 3/2) (1/2,2/3,1) (3/2,2,5/2) 0.2172

The threat of
The threat of
The intensity

substitute products)(F (1, 3/2, 2) (2/3, 1, 2) (1,1,1) (272, 2/3, 1) (3/2,2,5/2) 0.2172
new entrants,fF (3/2,2,5/2) (1,3/2,2) (1, 3/2, 2) (1,1,1) (2,5/2,3) 0.2947
of competitive rivalry €F (1/2, 2/3, 1) (2/5, 1/12 ,2/13) (2/5, 1/2, 2(3)3, 2/5, 1/2) (1,1,1) 0.1132

A4 =0.7889.

The non-linear programming presented as followslted from pairwise comparisons and
was solved using the LINGO 11 (2008) software (birglystems Inc., Chicago). The other
weights were calculated using the same approaceftir pairwise comparison matrix.

Maximize =1
Subject to:

1/6xAxw, —w, +1/2xw,< 0
1/3xAxw, +w,-w,< 0
1/6xAxw, —w, +1/2xw,< 0
1/3xAxw, +w, —w,< 0
1/10x A xw, —w, + 2/5<w,< 0
1/6xAxw, +w,—2/Xxw,< 0
1/2xAxw, —w, +w,< 0
1/2xAxw, +w, — 2xw, < 0
1/2xAxw, —w, +1/2xw, <0
1/2xAxw, +w, - 3/2xw,< 0
1/6xAxw, —w, +1/2xw, <0
1/3xAxw, +w,=w,< 0
1/2xAxwy=w, + 3/2xw, < 0
1/2xAxw, +w,—5/2xw,< 0
1/6xAxw, —w,+1/2xw,< 0
1/3xAxw, +w,-w,< 0
1/2xAxw, —w,+ 3/2xw,< 0
1/2xAxw, +wW,—5/2xw,< 0
1/2xAxw, —w, + 2xw,< 0
1/2xAxw, +w, —3xw,< 0
W+W, +w,+w,+w.=1
w>0i=12,...,5

The effects of the interdependency among the foveef factors are shown in Figure 8. The

inner dependency matrix is presented in Tablesl2l,and 13, which was defined by the
expert committee to obtain the local weights offteors.
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Figure 8 Network framework of the five forces

Table 11The inner dependence matrix of the factors with respect to F

F, F Fo> Fs Fs Weight
F (L1 1) (1/2, 213, 1) (2/5, 112, 2/3) (2/3,1,2 01875
F (1,32, 2) 11,1 (112, 2/3, 1) (1,3/2,2) 2T4
Fs (3/2,2,5/2) 1, 3/2, 2) 11,1 (1,3/2,2) 3@81
Fs (1/2,1,3/2) (1/2, 2/3, 1) (1/2, 2/3, 1) (1,1,1  0.2320
A =0.3478.

Table 12The inner dependence matrix of the factors with respect to ‘F

Fi.__Fs Fs Weight
F (1,141 (2/5, 112, 2/3) 0.3333
Fs  (3/2,2,5/2) (1,1,1) 0.6667
A=1.

Table 13The inner dependence matrix of the factors with respect to ‘F

Fo Fs3 Fs Weight
Fs (1,1,1) (312, 2, 5/2) 0.6667
Fs (2/5, 1/2, 2/3) (1,1,1) 0.3333
A=1.

The vectors of the inner dependency weight of thetofs (Tables 11, 12, and 13) are
normalized to find the degree of relative impactnmegTable 14). The final weights of the
factors (eactord @re calculated by multiplying the normalized asgmatrix (Table 14) with
the local weight of the factors that had been dated before in Table 10.

Table 14Degree of relative impact for the factors

Factor F1 F> F3 Fa Fs

Fi 0.500 0.000 0.000 0.094 0.000

F2 0.000 0.500 0.000 0.136 0.000

Fs 0.167 0.333 1.000 0.154 0.000

Fa 0.000 0.000 0.000 0.500 0.000

Fs 0.333 0.167 0.000 0.116 1.000
F | |0.50 0.00 0.00 0.09 O F| {050 0.00 0.00 0.09 O

We.s=| F»|=/0.00 0.50 0.00 0.14 OWg,.=|F,/=/0.00 050 0.00 0.14 O
F| (0.17 033 100 0.15 O F| (0.17 033 1.00 0.15 O
F,| [0.00 0.00 0.00 050 O F,| [0.00 0.00 0.00 050 O
K| [0.33 0.17 0.00 0.12 1 |F] [0.33 0.17 0.00 0.12 1
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In the next step, the pairwise comparisons of thefactors should be done with respect to
each factor to calculate the local weights and gleteights. Tables 15, 16, 17, 18, and 19
show the pairwise comparisons of the sub-factodsthair calculated weight for each sub-
factor. To calculate the global weights of each-fdbor, their calculated local weights

should be multiplied with the weight of each faadectly (Table 20).

Table 15Pair-wise comparison matrix of i sub-factors with local weight

F]_ S-F F11 F12 F]_g F14 F]_5 F]_e Welght
Fu (1,11 (2/2,2/3,1) (1,3/2,2) (1/2,1,3/A1, 3/2,2) (3/2,2,5/2).1962

Fi.  (1,3/2,2) (1,1,1) (312, 2,5/@, 3/12,2)  (3/2,2,5/3B/2, 2, 5/2)).2385

Fia  (1/2,2/3,1) (2/5,1/2,2/8),1,1) (1/2,2/3,1) (1/2,1, 3/@),3/2,2) 0.1351
Fia  (2/3,1,2) (1/2,2/3,1) (1,3/2,2) (1,1,1) , 812, 2) (3/2, 2, 5/2).1884
Fis  (1/2,2/3,1) (2/5,1/2,2/82/3,1,2) (1/2,2/3,1) (1,1,1) (1,3/2,2) ¥p1

Fie  (2/5, 1/2, 2/3§2/5, 1/2, 2/3)1/2, 2/3, 1)2/5, 1/2, 2/3)1/2, 2/3, 1)1, 1,1)  0.1067
/. =0.5311.

Table 16Pair-wise comparison matrix of F, sub-factors with local weight

F, S-F Foq Foo Fos Fao4 F25 Weight
F21 1,1,1) (2/2,2/3,1) (1, 3/2,2) (1, 3/2,2) 1212/3, 1) 0.1964
F22 (1, 3/2, 2) 1,1,1) (1, 3/2, 2) (1, 3/2, 2) (1223, 1) 0.2339
F2z (2/2,2/3,1) (1/2,2/3,1) (1,1,1) (172, 2/3, 1(2/5, 1/2, 2/3)  0.1329
Faq (2/2,2/3,1) (1/2,2/3,1) (1,3/2,2) (1,1,1) (2/5,1/2,2/3) 0.1583
Fas (1, 3/2, 2) 1, 3/2, 2) (3/2,2,5/2)  (3/2,2,56/2(1, 1, 1) 0.2785
/. =0.4810.

Table 17Pair-wise comparison matrix of F sub-factors with local weight

F3 S-F F31 F32 F33 Welght
Far 1, 1,1 (215, 112, 2/3) (1/2, 23, 1) 0.2239
Fa (312, 2, 5/2) 1, 1) (1, 32, 2) 0.4584
Fas (1, 3/2, 2) (1/2, 2/3, 1) 1,1,1) 0.3177
A =0.8855.

Table 18Pair-wise comparison matrix of K sub-factors with local weight

F4 S-F F41 F42 F43 F44 F45 Welght
Fa1 1,1,1) (1, 3/2, 2) (1, 3/2, 2) (3/12, 2,5/2) , 812, 2) 0.2854
Fa2 (1/2, 2/3, 1) 1,1,1) (1, 3/2, 2) (,3/2,2) ,812,2) 0.2327
Faa (2/2, 2/3, 1) (1/2,2/3,1) (1,1,1) (1, 3/2,2) (1/2,2/3,1) 0.1610
Faq (2/5,1/2,2/13) (1/2,2/3,1) (1/2,2/3,1) (113, (/2 ,2/3,1) 0.1312
Fas (1/2, 2/3, 1) (1/2,2/3,1) (1,3/2,2) 1,3/2,2 (1,1,1) 0.1897
/. =0.4536.
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Table 19Pair-wise comparison matrix of k5 sub-factors with local weight

F5 S-F F51 F52 F53 F54 F55 F5e Weight
Fs2  (1,1,1) (2/5, 1/2, 2I13p/5, 1/2, 2/3)2/5, 1/2, 2/3)1/2, 2/3, 1Y1/2, 2/3, 1)0.1030
Fs;  (3/2,2,5/2)1,1,1) (2/2,2/3,1) (1/2,2/3,1) (1,3/2,2)1,8/2,2) 0.1782
Fss (312, 2,5/2]1, 3/2, 2) 1,1,1) (1/2,2/3,1) (1,3/2,2) B12,2) 0.2046
Fsa (312, 2,5/2]1, 3/2, 2) (1, 3/2, 2) (1,1,1) (1,3/2,2) (1232) 0.2349
Fss  (1,3/2,2) (1/2,2/3,1) (1/2,2/3,1) (1/2,213, (1,1,1) (1/2, 2/3, 1.1300
Fse (1,3/2,2) (1/2,2/3,1) (1/2,2/3,1) (1/2,213, (1,3/2,2) (1,1,1) 0.1493
A=0.3871.

Table 20Global weights for sub-factors and computed total weight of each

Factor Sub-factors Local weight Global weights
F1 (0.1065) 1 0.1962 0.0209
Fis 0.2385 0.0254
Fia 0.1351 0.0144
Fi4 0.1884 0.0201
Fie 0.1351 0.0144
Fie 0.1067 0.0114
F, (0.1487) b1 0.1964 0.0292
Fas 0.2339 0.0348
Fas 0.1329 0.0198
Foq 0.1583 0.0235
Foe 0.2785 0.0414
Fs (0.3613) k1 0.2239 0.0809
Fs; 0.4584 0.1656
Faz 0.3177 0.1148
F4 (0.1447) &1 0.2854 0.0421
Faz 0.2327 0.0343
Faz 0.1610 0.0237
Faq 0.1312 0.0193
Fac 0.1897 0.0280
Fs (0.2361) 51 0.1030 0.0243
Fs. 0.1782 0.0421
Fsz 0.2046 0.0482
Fs4 0.2349 0.0555
Fse 0.1300 0.0306
Fse 0.1493 0.0353

To obtain the priority of the alternatives, theeattatives are compared with respect to each
sub-factor. These comparisons should be done fdr &me period of the planning horizon.
To make a better decision, considering the fadts ichanging future conditions’ ‘more
preferred business in each time period’ and ‘chapdihe priority of each factor or its sub-
factors’ are very important. The certain plannirggiton is dependent on the strategies that
the company applied to launch a product in the etatk could be considered as the product
life cycle that is planned for a certain time igeatain area. In this case, 5 years of planning
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horizon are considered to compare the alternatbegssidering the sub-factors and future
changes of alternative priorities. Table 21 showws final priorities of the alternatives
regarding the importance of each strategy thataargd for each segment on the specific
periods. As shown in Figure 9, it is clear that pinerity of segmentstartegy is preferred
over the others at first, although its prioritydiscreased during the planning horizon. In the
end, segmepistartegy becomes more interesting than the others. Onttier dand, results
show that the priority of segmerstartegy is preferred almost after 1 year; thus, it cowdd b
selected for a long-term strategic planning.

Table 21Global weights for each segment-strategy and computed total weight in each
year

Segment-strategy Year (total weight)

2013 2014 2015 2016 2017
Seg-Stn 0.487 0.383 0.318 0.295 0.294
Seg-Stn 0.312 0.285 0.261 0.236 0.213
Seg-Str 0.201 0.332 0.421 0.469 0.493

Figure 9 The numerical estimate for weight of each segment-strategiroken line, dotted
line, and the solid line denote the weights of megt-strategy, ‘segmeni-strategy’, and
‘segmeng-strategy’ over time, respectively

Conclusion

The purpose of the current study is to provide aduter decision support system to
determine the best marketing strategy with an aabéprisk. This DSS helps companies to
select appropriate segments.to develop their bssimdile they can care about their risk.
Also, they can consider the effects of the strategn their success based on priorities which
may be changed over time: Two modules have beeelaj®d in this study: the first one
used the SPACE matrix to allocate the risk to eseffiment, and the second one used FDNP
method to monitor the segment-strategies over éinteselect the best one accordingly.

In the first module, segments have been evaluatsddoon the four main factors (and their
sub-factors) ‘of the SPACE matrix, and their riskehdeen calculated according to their
success possibility. Then, the segments have h#tered with regard to their risk level
which had been defined using the fuzzy approacis iffethod helps managers to take their
acceptance risk level into consideration and leBii4s to select segments with their
reasonable risk levels. Moreover, the SPACE mdteips managers define proper strategies,
too. Filtered segments help them have more suitaldgnatives in the decision-making
process.

In the second module, the five forces model of €0o(L980) has been developed in a
decision-making process to select the best segsteiegy. Because of the changing
conditions in the market and the decreasing oreesing attractiveness of the alternatives,
the alternative priorities are changed over tineetre FDNP is developed to consider the
variation of segment priorities. As it is cleartime numerical results, time variation could
affect the DMs' decision. The priority of segmestartegy is more preferred over the others
at first, although its priority decreased during thlanning horizon. In the end, segment

startegy becomes more interesting than the others. Onttier dand, results show that the
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priority of segmengtstartegy is more preferred almost after 1 year; thus, ild¢de selected
for a long-term strategic plan.

Market segmentation is one of the most importasii@és in marketing process of industries
such as food, dairy, beverage, home care, etchitnprocess, risk consideration is very
essential because it may have big effects on theated results. The proposed method in this
paper could mitigate this risk by bringing the rigko calculation, and it could be applied to
mitigate risk consequences. Using this method, RMI filter its alternative and will not
count on segments which are in high risk spaceaAssult, DM will not select strategies
based on high risk segments, and the company deattits investment to the most secure
space. As shown in the results, segmentsh [{& the maximum risk of selection because in
this segment, environment stability is weaker tllaa other potential segments. Hence,
disregarding risk factors and selectingaS a potential segment, the company will enter an
unstable market. In this way, the other steps odtegy definition.such as distribution
channels, pricing, and long-term and short-ternatstjies will undergo selected market
instability. So, disregarding the risk effects abldéad a business to the spaces which can
decrease the possibility of success.

On the other hand, for each segment, a specidaegyracould be developed while the
importance of each segment-strategy has its spaeiatl over time. Practically, when a
company is going to invest on segment-strategghduld have a serious attention on the
long-term results of its decision. In this conditichaving a good view on the trend of
segment-strategy importance could help DMs makectife decisions over time. In

considering this issue, the developed FDNP methothie paper could be applied. The
application of this method in industries will be maaignificant when they have marketing
strategies such as pricing, distribution chanraeid, promotion in their appropriate segment.

Considering the risk amount and competitive factwoith their effects on each other will
drive the company to be more successful. Analyéesis of these strategies to decrease risk
amount could be helpful in making a better and mooeplete decision merits future
research.
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