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Abstract

This investigation presents a heuristic method for consumalaeroesallocation problem |n
multi-class dynamic Project Evaluation and Review Technique (lPB&Works, where new
projects from different classes (types) arrive to systenording to independent Poisso
processes with different arrival rates. Each activity of amoject is operated at a devote
service station located in a node of the network with exponenttabdison according to its
class. Indeed, each project arrives to the first service statidncontinues its routing
according to precedence network of its class. Such system aapresented as a queuin
network, while the discipline of queues is first come, first ser@dthe basis of presente
method, a multi-class system is decomposed into several slagge-dynamic PER|T
networks, whereas each class is considered separately as a mmmisgsinodeling of single-
class dynamic PERT network, we use Markov process and a mukkobjemode
investigated by Azaron and Tavakkoli-Moghaddam in 2007. Then, after olgtaihe
resources allocated to service stations in every minisygtenfinal resources allocated|to
activities are calculated by the proposed method.
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Introduction

Today, multi-project scheduling which considers all projects ofrozgdon as one system
and therefore sharing limited resources among multiple pragcet®stly noticed, whereas
up to 90% of organizations handle the projects in a multi-project enviror{(Payrie 1995).
On the other hand, for better management, in some organizations, tket-pragnted
approach is primarily adopted and the operations of the organizationlependently
executed on projects.
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In the literature of multi-project schedulingwlti-project resource constrained scheduling
problem (MPRCSP) in static and deterministic conditions is a majoc tojpmost researches.
Generally, two approaches for analyzing MPRCSP exist. One approaciking &ll projects
of organization synthetically together into a large single ptognalyzes MPRCSP, while
the other approach by considering the projects as independent compuhaigcaresources
constraints, proposes an objective function that contains all prdpesibly appropriately
weighted) for analyzing MPRCSP.

Wiest (1967) and Pritsker et al. (1969) were the first pioneassgarchers in studying
MPRCSP who presented, respectively, a zero—one programming dp@uoéca heuristic
model for analyzing this problem. Then Kurtulus and Davis (1982) and KudanbidNarula
(1985), by employing the priority rules and describing measutadjed the MPRCSP.
Moreover, some investigations have been concentrated on MPRC®Bplyng multi-
objective and multi-criteria approaches; for example, Chen (199ppoped the zero—one
goal programming model in MPRCSP for the maintenance of mineveégsing, and Lova
et al. (2000) analyzed MPRCSP with applying a lexicographitatycriteria. Also recently,
Kanagasabapathi et al. (2009) by defining performance measuresmsidering maximum
tardiness and mean tardiness of projects studied the MPRCSP in a static emtironme

On the other hand, some researchers such as Tsubakitani and d&90®» Lova and
Tormos (2001), Kumanan et al. (2006), Goncalves et al. (2008), Ying et al. (2069Fhen
and Shahandashti (2009) proposed heuristic and metaheuristic algofthns®lving
MPRCSP. Kruger and Scholl (2008) extended the MPRCSP by considensfet times
and its cost.

In all of the mentioned investigations, MPRCSP has been analyztatic and deterministic
environment, while a few studies have been concentrated on multfpsofgeeduling under
uncertainty conditions. Fatemi-Ghomi and Ashjari (2002) by consideringula-channel
gueuing introduced a simulation model for multi-project resource &lbocwith stochastic
activity durations. Nozick et al. (2004) also presented a nonlimaaed-integer
programming model to optimally allocate the resources, while theapildp distribution of
activity duration and 'allocated resources depend on together. Mareswemt-driven
approach and Critical Chain Project Management (CCPM) approach pveposed for
overcoming uncertainty in multi-project system by Kao et al. (26@6@) Byali and Kannan
(2008), respectively.

Normally, greater resource allocation will incur a greatgrense; therefore, we have a trade-
off between the time to complete an activity and its cost (aitumof the assigned resource).
When the task duration is a linear function of the allocated resowschave the linear time—
cost trade-off problem which was analyzed by Fulkerson (1961). Theneanicase of the
time—cost trade-off problem was studied by Elmaghraby and S&l&&82, 1984) and
Elmaghraby (1993, 1996). Moreover, Elmaghraby and Morgan (2007) preserited a
method for optimizing resource allocation in a single-stage stochastityactwork.

Clearly, multi-project scheduling is more elaborate than sipglgct scheduling. On the
other hand, in some organizations, not only the task durations are uncertaabscbnew
projects dynamically enter to the organization over the time drarim such conditions, the
organization is faced with a multi-project system in which tiedaling procedure would be
more elaborate than before. Adler et al. (1995) studied such multifpreystem by
considering the organization as a ‘stochastic processing netwatkisang simulation. They
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assumed that the organization is comprised of a collection oficeestations’ (work
stations) or ‘resources’, where several types (classgspjcts exist in a system and one or
more identical parallel servers can be settled in each sestatien. Therefore, such multi-
project system, denominated Bgnamic PERT Network, can be considered as a queuing
network and is attractive for organizations having the same projémtsexample,
maintenance projects.

Anavi-Isakow and Golany (2003) by applying simulation study usedaeept of CONWIP
(constant work-in-process) in multi-class dynamic Project Etialuand Review Technique
(PERT) networks. They described two control mechanisms, constant nafmr@jects in
process (CONPIP) and constant time of projects in process (FONidamely, CONPIP
mechanism restricts the number of projects, while CONTIP mexhatimits the total
processing time by all the projects that are active in the system.

In addition, Cohen et al. (2005, 2007) by using cross entropy, based on simulation
investigated the resource allocation problem in multi-class dynB&BRT networks, where

the resources can work in parallel. Indeed, the number of res@li@ested and servers in
each service station are equal (e.g., mechanical work statibrm&chanics, electrical work
station with electricians), and the total number of resources in the systeis esstant.

On the other hand, Azaron and Tavakkoli-Moghaddam (2007) proposed an anaiylical
objective model to optimally control consumable resources allocatddet activities in a
dynamic PERT network, where only one type of project exists isybiEm and the number
of servers in every service station is either 1 or infinithey assumed that the activity
durations are exponentially distributed random variables, resouroeatall affect the mean
of service times, and the new projects are generated accoodam@aisson process. A risk
element was considered in a dynamic PERT network by Li andy\W2009) who, by using
general project risk element transmission theory, proposed t&ahjdctive risk-time—cost
trade-off problem. Recently, Azaron et al. (2011) introduced an digorih computing
optimal constant lead time for each particular project in aiteqgetdynamic) PERT network
by minimizing the average aggregate cost per project.

In practice, due to various projects' requirements, most organiza&xausite the projects
from several classes, where new projects from different edassrive to the system
dynamically aver the time horizon and service stations that stchidy serve to projects. In
such conditions, organization is encountered with multi-class dyrRERI networks, while

projects from different classes differ in their precedence oré&y the mean of their service
time in every service station, and also their arrival rates.

Reviewing the above-mentioned investigations indicated that the ctags-dynamic PERT
network has been studied only using simulation. As the main contributitmsgéaper, we

present a heuristic method for the consumable resource allocatiblerpr (or time—cost
trade-off problem) in multi-class dynamic PERT networks. Notettieresource allocation
problem in multi-class dynamic PERT networks is a generadizaf the resource allocation
problem in dynamic PERT network, investigated by Azaron and Tavaklaghaddam

(2007) by considering only one type (class) of projects in multi-projearyst

In this paper, it is assumed that the new projects from diffelesses, including all their
activities, are entered to the system according to independent Poisson pratbssiéerent
arrival rates and each activity of any project is executeddatvoted service station settled in
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a node of the network based on first come, first served (FCFSpldisciMoreover, the
number of servers in every service station is either 1 or infimhile the service times
(activity durations) are independent random variables with expondigigbutions. Indeed,
each project arrives to the first service station and continisesouting according to
precedence network of its class.

For determining the resources allocated to the service statl@snulti-class system is
decomposed into several single-class dynamic PERT networks, ashegeh class is
considered separately as a minisystem. For modeling of desilags dynamic PERT
network, we use Markov process and a multi-objective model, investiggtéaaron and
Tavakkoli-Moghaddam (2007), namely, we first convert the network of gueue a
stochastic network. Then, by constructing a proper finite-staterldibg continuous-time
Markov model, a system of differential equations is created. Moreaeeapply a multi-
objective model containing four conflicted objectives to optimally corttrel consumable
resources allocated to service stations in the single-classmily PERT network and further
employ the goal attainment method to solve a discrete-timendpgation of the primary
multi-objective problem. Finally, after obtaining the resources aiéatto service stations in
every minisystem, the final resources allocated to serversaculated by the proposed
method.

This paper is composed of five sections. The remainder is organifetloas. In ‘Single
class dynamic PERT networks,” we model the single-classmrdic PERT network by
employing a finite-state continuous-time Markov process and appiulti-objective model
to optimally control the consumable resources allocated to sestatiens in a single-class
dynamic PERT network. In ‘Consumable resource allocation in maksadynamic PERT
networks,” a heuristic model is proposed for consumable resourcestedlonathe multi-
class dynamic PERT networks. We solve-an example in ‘An iitieér case’ section and
conclusion is given in ‘Conclusions.’

Single-class dynamic PERT networks

In this section, we represent a multi-objective model to optinw@lhtrol the consumable
resources allocated to the service stations investigated bgrmAaad Tavakkoli-Moghaddam
(2007). For this purpose, we first explain an analytical method tgutanrthe distribution

function of project completion time and then we describe a multi-tlagemodel in single-

class dynamic PERT network.

It is assumed that a project is represented as an activitpd®(AoN) graph, and also the
new projects, including all their activities, are arrived to gigtem according to a Poisson
process with the rate df Moreover, each activity of a project is executed in a devoted
service station settled in a node of the network based on FCFS discipline.

Such system can be considered as a network of queues, whereitetsees represent the
durations of the corresponding activities. It is also assumedaumber of servers in each
service station to be either one or infinity, while the servioedi (activity durations) are
independent random variables with exponential distributions.
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Project completion time distribution

For presenting an analytical method to compute the distribution funfdrosingle-class
dynamic PERT network, the method of Kulkarni and Adlakha (1986) wilidesl because
this method presents an analytical, simple, and easy approacipleanient on a computer
and a computationally stable algorithm to evaluate the distributioatibn of the project
completion time. This method models PERT network with independent gahentially
distributed activity durations by continuous-time Markov chains with ugpangular
generator matrices. The special structure of the ch#vsalus to develop very simple
algorithms for the exact analysis of the network.

It is assumed that the service time in service staitexponentially distributed with the
rate of ua, where the arrival stream of projects to each service stai@tcording to a
Poisson process with the rateloMoreover, the number of server in-nales either one or
infinity and therefore the node treats as amt/M/1 or M/M/o model. The main steps of
method to determine a finite-state absorbing continuous-time Markoegsr@éc computing
the distribution function in single-class dynamic PERT network are as follows:

Sep 1 Compute the density function of the sojourn time (waiting time plus activityidoyat
in each service station.
Step 1.1 If there is one server in service stadjdhen the queuing system would be
M/M/1, and the density function of time spent in the service statwould be
exponentially expressed with parametgr-A, (4, > A),; thereforew,(t) is calculated

as follows:
w,(t)= (g, -A) e t-0 1)

Step 1.2 If there are infinite servers in service stajdhen the queuing system would
be M/M/x, and the density function of time spent in the service statiwould be
exponentially expressed with parametgrthereforew,(t) is calculated as follows:

w, (t) = €% 10 (2)

Sep 2 Transform the single-class dynamic PERT network, represented as anaitg a
classic PERT network represented as an activity-on-arc (AoA) graph.

When considering AoN graph, substitute each node with a stochastic arc (aatnase

length is equal to the sojourn time in the corresponding queuing system. For this purpose,
nodea in the AoN graph is replaced with a stochastic activity. Assumdtifiat... b, are the
incoming arcs to noda andd,,d,,...,dn are the outgoing arcs from it in the queuing network.
Then, noda is substituted by activity(w), whose length is equal to the activity duration
Furthermore, all ardsy,by,...,b, terminate to node while all arcsdy,ds,...,drn originate from
nodew [for more details, see Azaron and Modarres (2005 )].

Sep 3 Calculate the distribution function of the project completion time (longest pagh tim
in the AOA obtained in step 2, while activity durations are distributed exponentiallthé-or
computation of longest path time distribution in AoA, the method of Kulkarni and Adlakha
(1986) is applied.
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LetG = (V, A) be the PERT network, obtained in step 2, with a single source and a single
sink, in whichV represents the set of nodes &nepresents the set of arcs of the stochastic
network (AoA). Lets andt be the source and sink nodes, respectively, and length afiakc
be a random variable that exponentially distributed with paramgeteora [1 A, the starting
node and the ending node of arare denoted aga) andg(a), respectively.

Definition 1. Letl(v) be the set of arcs ending at natendO(V) be the set of arcs starting at
nodev, which are defined as follows:

Iv)={aDA: B@=v} (vOV), 3)
ov)={adA:a@=v} (vOV). 4)

Definition 2. ForX c V such thase X andt e X—=V - X, an &) cut is defined as follows:

(X,Y):{aDA:a(a)DX,,B(a)DY}. ©))

An (st) cut (X,X) is denominated a uniformly directed cut (UDC)(X ,X)=g, i.e., there
are no two arcs in the cut belonging to the same path in the project network. Each UDC is
clearly a set of arcs, in which the starting node of each arc beloXgai the ending node

of that arc belongs té .

Example 1. Consider the stochastic network shown in Figure 1 taken from Azaron and
Tavakkoli-Moghaddam (2007). According to the definition, the UDCs of this network are
(1,2); (2,3); (1,4,6); (3,4,6); and (5,6).

Figure 1 Example 1.

Definition 3. (E,F), subsets oA, is defined as admissible 2-partition of a UDC Dif E U
F andE N F = ¢, and alsd(f(a)) ¢ F for anya € F.

Again consider Example 1 that (1,4,6) is one of the UDCs. For example, this cut can be
decomposed int& = {1, 6} andF = {4}. In this case, the cut is an admissible 2-partition
becausé(s(4)) = {3, 4} ¢ F. Furthermore, iE = {6} and F = {1, 4}, then the cut is not an
admissible 2-partition becau@(1)) = {1} c F = {1, 4}

Definition 4. Along the projects execution at tirheeach activity can be in one and only one
of the active, dormant or idle states, which are defined as follows:

(i) Active. An activitya is active at timet, if it is being performed at time

(i) Dormant. An activitya is calleddormant at timet, if it has completed but there is at least
one unfinished activity ih(5(a)) at timet.

(i) Idle. An activitya is denominateddle at timet, if it is neither active nor dormant at time
t.

In addition,Y(t) andZ(t) are defined as follows:

Y(t)={aOA ais active at time} (6)
Z(t)={aOA, aisdormant at time} (7)
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andX(t) = (Y(t), Z(1)).

A UDC is divided intoE andF that contain active and dormant activities, respectively. All
admissible 2-partition cuts of network of Figure 1 are presented in Table 1.

Table 1 All admissible 2-partition cuts of the example network

Cut Value
1 (1,2)

2 (2,3)

3 2,3)

4 (1,4,6)
5 (1,4.6)
6 (1,4,6)
7 (1,46
8 (3,4,6)
9 (3,4,6)
10 (3,4.6)
11 (3.4.6)
12 (3,4,6)
13 (3,4,6)
14 (5,6)
15 (5.6)
16 (5.,6)
17 (9,9)

A superscripted roman letter ‘a’ is applied to denote a dornaivitg and all others are
active.

The set of all admissible 2-partition cuts of the network is defin&has also

S=S0O{(¢¢)} . Note thaiX(t) = (#,2) presents that the all activities are idle at tiamel
therefore the project is finished by tirmdt is demonstrated thétx (t),t= 0} is a finite-state

absorbing continuous-time Markov process (for more details, see Kulkarni aakhAdl|
(1986)).

If activity a terminates with the rate ¢f, and 1 (£(a)) 0 F D{a} , hamely, there is at least
one unfinished activity inl(5(a)), then E'= E—{a} F'=F D{a} . Furthermore, if by
terminating activitya, all activities in1(f(a)) become idle (I1(B(a))0F D{a}), then
E'= (E—{a}) 00(B(a)), F'=F -1(B(a)). Namely, all activities in {(a)) will become idle
and also the successor activities of this activitf(a)), will become active. Therefore, the
components of the infinitesimal generator matrix denotedey[q{(E, F),(E',F’)}],

where E,F) and (E’,F')OS are obtained as follows:
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y, if:a0EI(B@)0F0{a},E=E-{a} F =FO{a}
y, if:a0EI(B() 0F O0{a},E = (E-{a})00(B@).F =F-1(8@)) (8)
Yy, if:E=EF=F

allE
0 otherwise.

a{(E.F).(E'.F)} =

A continuous-time Markov processX), t > 0}, is with finite-state spaceS and since
*(2,9),(2,2)} = 0, the project is completed. InstMarkov process, all of states excEfi) =

(8,0) that is the absorbing state are transientth€unore, the states i should be
numbered such that th@@ matrix be an upper triangular one. It is assurhat the states are

numbered ag,2,...N = [S such thaX(t) = (O(s), 8) andX(t) = (8,9) are state 1 (initial state)
and statéN (absorbing state), respectively.

Let T be the length of the longest path or the projeatetion time in the PERT network,
obtained in step 2. Obviousl¥, = min{t >0: X(t)= N|X(0) =1} .

Chapman-Kolmogorov backward equations can be usedltulateF(t) =P(T <t). If it is
defined

P(t) = P(X(t)=N|X(©0)=i) i=12,...N, 9)
then F(t) = P(T <t).

The system of linear differential equations for tleetor P(t):[Pl(t) R{) ... B (t)]T is
presented by

P - qp()

P0)=[0 0 . 1]

P'(t) = (10

where P'(t) and Q represent the derivation of the state ved®t) and the infinitesimal

. . > .
generator matrix of the stochastic proc{3>s(g) 12 0} , respectively.

Multi-objective consumable resource allocation

In this section, we apply a multi-objective model d@ptimally control the consumable
resources allocated to the service stations in nglesclass dynamic PERT network,
representing as a network of queues, where weaddlonore resources to service station and
where the mean service time will be decreasedlanditect cost of service station per period
will be increased. This means the mean service iimeach service station is a non-
increasing function and the direct cost of eachiserstation per period is a non-decreasing
function of the amount of resource allocated taet, the total direct costs of service station
per period and the mean project completion timedagendent together and an appropriate
trade-off between them is required. Also, the var@of the project completion time should
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be accounted in the model because the mean andatiece are two complementary
concepts. The last objective that should be considés the probability that the project
completion time does not exceed a certain thredlooldn-time delivery performance.

Let x5 be the resource allocated in service statiga € A); also,dy(Xs) represents the direct
cost of service statioa (a € A) per period in the PERT network, obtained in ‘Bobj
completion time distribution’ section step 2, whiteis assumed to be a non-decreasing
function of amount of resourceg allocated to it. Thus, the project direct cost (Bm/ould

be PDC:ZaDA . X, ). Also, the mean service time in the service stafip ga(xa), i

assumed to be a non-increasing function of the amotiresourcex, allocated to it that
would be equal to

(%)=, (CanA) GH

Let U, be the maximum amount of resource available talloeated to the activitg (a € A),
La be the minimum amount of resource needed to exéhatactivitya, x =[x,:al] A]T , and

J be the amount that represents the resource alailalbe allocated to all of activities.
Moreover, we defin@ as a threshold time that project completion timmesdnot exceed it. In
practice, da(Xa) and ga(Xs) can be obtained by employing linear regressiosettaon the

previous similar activities or applying the judgnteeaf experts in this area.

Therefore, the objective functions are given byftllewing:

1 Minimizing the project direct cost per period
Min f,(x) =3 d.( (12)
2 Minimizing the mean of project completion tinf,(t) is the density function of project

completion time)

Min f,(x) = E(T)=[ (1~ R(t))dt = [ "tP/(t))ct 13)
3 Minimizing the variance of project completion time
)=, RO
Min f Var t? P [ tP/(t dt}
o (14)
4 Maximizing the probability that the project completion time does natezka certain
threshold

Max f,(x) =R (u) =P(T <u) 05)
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The infinitesimal generator matri@ would be a function of the control vecjor [uaa e A]"
(x = [xa:a € A]"). Therefore, the nonlinear dynamic model is

(16)

Let B andC be the set of arcs in the PERT network, obtaimedProject completion time
distribution’ section step 2 that there are, respeky, one server and infinite servers settled
on the corresponding service statioAs=(B U C). The next constraint should be satisfied to
show the response in the steady-state:

u,~-A OallB
M, -0 HallC

(17)

In the mathematical programming, we do not use socistraints. Hencéle, following the
establishment of constraint

uz2A+¢ OallB
=& HalC

(18)

Consequently, the appropriate multi-objective ogtisontrol problem is

R (t) =

g.(x,)=— DOaDA

u.2A+& allB

u,ze HallC

x, 2L, UalA

x,<U, OalA

>x, <. (19)
alJA

This stochastic programming is impossible to sotherefore, based on the definition of
integral thinking, we divide time interval in® equal portions with the length at. Indeed,
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we transform the differential equations into difiece equations. Thus, the corresponding
discrete state model can be given as follows (forentetails see Azaron and Tavakkoli-
Moghaddam 2007):

Pyl

Min £,(x) =3 rat(R(r +1) - (1))

3
U

win 1,(0= (18 (2(0-+2)-R.(0) - S rau(r (49 -p0)

r=0

Max f, F’l[[i}
At

st:P(r+1)= P(r +Q(u P(r)At r=012,..R-1
12,

R(0)=0 = -1
R (r)=1 r=01..R
P(r)s1 i=01,..N-1 r=12.R

1
=— [HaOA
9. (%) .

M, 2A+e UalB

u,2¢ OalC

X, 2L, OaOA

x, <U, OaldA

> x,<J. (20)

aJA

Goal attainment method

We now need to use a multi-objective method to esq®0), and we actually use goal
attainment technique for-this purpose. The goairatient method needs to determine a goal,
bj, and a weightg;, for every objective, namely, the total projeatedt cost per period, the
mean project completion time, the variance of progompletion time, and the probability
that the project completion time does not exceededain thresholdcs represent the
importance of objectives, whereas, if an objeckias the smallest, then it will be the most

3
important objectivegs ( = 1,2,3) are commonly normalized such t@cj =1. Goal
=1
attainment method is actually a variation of gaalgpamming method intending to minimize
the maximum weighted deviation from the goals.

Since goal attainment method has a fewer variablegrk with, compared to other simple
and interactive multi-objective methods, it will bemputationally faster and more suitable to
solve our complex optimization problem. Therefotbe appropriate goal attainment
formulation of the resource allocation problemiiseg by
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P(r+1):P(r)+Q(,u)P(r)At r=012,..R-1
R(O)=0 0i=12,..N-1

R()=1 r=01..R

RP(r)<1 i=0,4,..N-1r=12.R

1
9. =— [OaOA
(%)

a

M. 2A+¢ OaOB
=2¢ [HablC
x, 2L, OabOA

x,<U, OalA

> x<J

alA

(21)

Consumable resource allocation in multi-class dynamic
PERT networks

In practice, due to various projects' requirementest organizations execute the projects
from several classes, where .new projects from rdiffe classes arrive to the system
dynamically over the time horizon and service statithat stochastically serve to projects. In
such conditions, organization is encountered witltinclass dynamic PERT networks, while
projects from different classes differ in their ggdence networks, the mean of their service
time in every service station; and also their afrrates.

In this section, we present a heuristic algorittimdonsumable resource allocation problem
in multi-class dynamic PERT networks, while thislgem is a generalization of the resource
allocation problem in dynamic PERT network, as stigated by Azaron and Tavakkoli-
Moghaddam (2007) by considering only one type §la$ projects in multi-project system.
For this purpose, it is assumed that we hawkfferent classes from projects, where the new
projects of class (i =1,...,K ) arrive to system according to Poisson process thélrate of

Ji, and the service times in service stateor the projects of clask are exponentially
distributed with the rate ofZ . On the basis of this algorithm, multi-class dyf@RERT

networks problem is decomposed i®ingle-class dynamic PERT network problem, while
each class is considered separately as a minisysteavery minisysteni (i =1,...,K), all

K
projects from different classes are consideredasscwith the arrival rate ofj [:z Aij.
i=1

Then every minisystem is solved by using the stepsad in the sections of ‘Single class
dynamic PERT networks’ as a single-class dynamiR PRetwork problem.
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Let G = (Vi,A) be a directed stochastic network of clags=1,...,K ), in whichV; represents

the set of nodes arfy represents the set of arcs of the network in ¢lasst s andt; be the

source and sink nodes in the AoA graph of classspectively. Letx. represent the amount

of resource to be allocated to the service staime A) in minisystem, while all projects
K

from different classes are considered as ciassth the arrival rate ofA (=Z/1i) and
i=1

X =[x; rall A]T, where A:U.K_ A . Then the resources allocated to service staiom

i=1

minisystemi should be computed by the model represented irtifdhjective consumable
resource allocation’ section. Therefore, the resesinllocated to service statiamvould be

2 (%)

x, == " gaOA (22)

ZaD/—\ Ai

Let x:[xa:aD A]T; therefore, the resources allocated to servickosgare calculated as
follows:

X = z% | (23)

Moreover, LetZ represent the objective function of minisystémsing goal attainment
formulation. Therefore, the objective function ofilinclass system would be

7= 2”7 ' (24)

Consequently, the proposed algorithm is as follows.
Proposed Algorithm:

Sep 1. Convert the multi-class dynamic PERT networks fawbintoK single-class dynamic
PERT network problem (minisystem). For this purpas@very minisystem consider

K
the all projects from different classes as claggh the arrival rate oﬂ[ = Z A j

Sep 2. For every minisysterm compute the resources allocated to service e‘sa,t(bz [X.:a
e A", and objective functiorg, by the model represented in ‘Multi-objective
consumable resource allocation’ section.

~

Sep 3. Calculate the resources allocated to serviceosigi = [X,:a € A]T, by Z%x'

K
and also obtain the objective function of multisdaystem by = Z Z.

i=1

. |_L
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An illustrative case

In this section, to illustrate the proposed heiariglgorithm, we consider the three classes of
projects depicted in Figure 2. The assumptionasaifellows:

» The system has three different classes of projects.

* The new projects from different classes, includaligheir activities, are generated
according to Poisson processes with the ratéso2.5,1, = 1.5,43 = 1 per year.

» The activity durations in service statiarior the projects of clasqi = 1, 2, 3) are
exponentially distributed. Table 2 shows the chargstics of the activities in
different classes, where the time unit and the gogtare, respectively, in year and in
thousand dollars.

* There are infinite servers in service station 3 @in@r stations have only one server
settled in the nodes.

* The capacity of the system is infinite.

* The threshold time that the project completion toloes not exceed it for every
minisystem is 3.

* The maximum amount of consumable resource avaitalide allocated to all service
stations is] = 15.

» In all experiments, the value ofs equal 0.01.

* The goals and the weights of objectives for gaaliatnent method in every class, are
b]_ = 25,b2 = 1,b3 = 0.25,b4 =0.95 and:l =0.3,c0=0.1,c3=0.3,c,=0.3,
respectively. Note that the goals and the weightsbpectives for different classes can
be different.

Figure 2 The precedence relations for the three project types.
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Table 2 Characteristics of the activities
Activity (@) d.(x,) Project type Ja(Xa) La Ua
1 12x +1 1 0.15- 002x, 1 5
017- 002x,
012- 0015,
02- 0015x, 1 6
018- 001x,
015- 001x,
08- 0.1x, 1 5
09- 011x,
085- 0.1x,
012- 001x, 1 5
0.1- 001x,
014- 002x,
014+ 002x, 1 6
012-001x,
015- 002x;
018- 001x, 1 5
016- 001x,
0.2- 002x,

2 12x, + 08

3 18x, +1

4 X, + 07

5 13x, +15

6 15x%, + 05

W N P W N P W N P WO N P W NP W[DN

In this example, three-class dynamic PERT netwgmkasblem is decomposed into three
single-class dynamic PERT network problem, whileheglass is considered separately as a
minisystem. In every minisystem(i = 1,2,3), all projects from different classes are
considered as classwvith the arrival rate ofd =5(= 2.5+ 1.5+ 1. Then, every minisystem is
solved as single-class dynamic PERT network probismusing the steps found in the
sections of ‘Single class dynamic PERT networks.’

The objective is to obtain the resources alloc&tetie different activities by using proposed
algorithm in ‘Consumable resource allocation in tinelass dynamic PERT networks’. For

this purpose, the system states and transitiors fate every minisystem are determined
(depicted in Figure 3), where the states are showedodes and the rate diagrams are
represented on arcs.

Figure 3 The admissible 2-partition cuts and rate diagram for every single class in
example.

We obtain the infinitesimal generator matXu) for forming the corresponding discrete
state model in every class. We consider the mesdigmals and weights and also the various
combinations oR andAt. To do so, we employ LINGO 8 on a PC Pentium 4UGPGHz.
The optimal allocated resources in every minisystidn@ computational times, CT (mm/ss),
and also the values of all objectives for the défe combinations dR andAt, are shown in
Table 3 for every minisystem. So based on propa@dgdrithm in ‘Consumable resource
allocation in multi-class dynamic PERT networks’ctsen the allocated consumable
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resources arexl:1'737x 2.5+ 2878 15 4 =11.931, Xo = 3.9797,x3 = 1.6626,xs =

5
1.1976.xs = 1.9224, ands = 4.3017 £ = 5.7993).
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Table 3The computational results

Project type R value At X1 X2 X3 X4 X5 X6 VA f]_ fz f3 f4 CT

1 50 0.16 1732 4312 1143 1 1.893 4.920 7.332 6545.1.733 0.399 0.935 007"
80 0.1 1735 4313 1132 1 1.896 4.923 7.331 25.64833 0.538 0.931 0@%
100 0.08 1.737 4314 1126 1 1.898 4.925 7.331 425.4.733 0.590 0.931 061"

2 50 0.16 2619 4685 .3.056 1 1 2639 5435 26.0R543 0.271 0.972 004"
80 0.1 2874 4379 2411 1 1 3.335 5.342 25.847341.50.377 0970 0OMm8"
100 0.08 2875 4381 2408 1 1 3.336 5.342 25.846341 0.408 0.965 O0@1"

3 50 016 1 2545 2070 2.019 3.056 4.218 2.665 80B5.1.267 0.218 0.983 000"
80 0.1 1 2541 1887 - 1988 3.366 4.192 2.656 25.78266 0.308 0.982 0Q9Y”
100 008 1 2542 1886 1988 3.367 4.192 2.656 945.71.266 0.333 0.980 08%
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To illustrate the performance of proposed algoritirra evaluate its results with a simulation
method that randomly allocate the resources tacestations and simulate the multi-class
dynamic PERT network through Mont Carlo simulatidwote that Fatemi Ghomi and

Hashemin (1999) proposed conditional Monte Carlousition and crude Monte Carlo

simulation to compute the network completion timstrébution function. However, the

simulation method will be as follows:

Simulation method:

n=1
Generate one initial solutiorn= [xa -all A]T, randomly, wherex, D[La,Ua] and

D x, <

alA

Simulate the multi-class dynamic PERT network (Fég2) according to the initial
solution

Calculate the objective function,for the initial solution

Repeat

Generate a new solutiox}™" =| x/*": alJ A}T , randomly, where<®™" O[ L, ,U,] and
DX,
allA

Simulate the multi-class dynamic PERT network aditg to the new solution
Calculate the objective functiod,", for the new solution

CalculateAz=2"" -z

If Az<0 thenx=x"", z=z
n=n+1

Until n>N, whereN is number of simulation run
Presenk andz

new

We set the number of simulation run toNMe 8,000. According to simulation method, the
simulation results are¢™=2.178, xi"=3.769, x"=2.025 x"=1.212, x{"=2.064, x"=3.723
(z"=505). In Figure 4, a comparative analysis of our pregosiodel in ‘Consumable
resource allocation in multi-class dynamic PERTwoeks,” and simulation results for this

example is presented. Based on this example, tleetoke function values obtained through
both algorithms are close.

Figure 4 Comparative analysis of our proposed model and simulation results.

Conclusions

In this article, we proposed a heuristic method tlee consumable resource allocation
problem (or time—cost trade off problem) in mulass dynamic PERT networks. It was
assumed that the new projects of different classekiding all their activities, are entered to
the system according to an independent Poissoregses, and each activity of any project is
executed at a devoted service station settlednade of the network according to its class.
The number of servers in every service stationtieel or infinity, while the service times

(activity durations) are independent random vaeablith exponential distributions. Indeed,
each project arrives to the first service statiowl @ontinues its routing according to its
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precedence network of corresponding class. Sucteraysvas considered as a queuing
network, while the discipline of queues is firshag first served.

For determining the resources allocated to theis®rstations, the multi-class system was
decomposed into several single-class dynamic PE&Wanks, whereas each class was
considered separately as a minisystem. For modefisgqgle-class dynamic PERT network,
we used Markov process and a multi-objective madeéstigated by Azaron and Tavakkoli-
Moghaddam (2007), namely, we first converted thewvaek of queues into a stochastic
network. Then, by constructing a proper finite-stabsorbing continuous-time Markov
model, a system of differential equations was eckalNext, we applied a multi-objective
model containing four conflicted objectives to omily control the resources allocated to
service stations in single-class dynamic PERT nétvand further used the goal attainment
method to solve a discrete-time approximation o frimary multi-objective problem.
Finally, after obtaining the resources allocatedéovice stations in.every minisystem, the
final resources allocated to servers were caladlayeproposed algorithm.

In multi-objective model, the total project diremist was considered as an objective to be
minimized and the mean project completion timeamather effective objective, should also

be accounted that to be minimized. The variancd@fproject completion time was another

effective objective in the model because the meahthe variance are two complementary

concepts. The probability that the project completime does not exceed a certain threshold
was considered as the last objective.

For obtaining the best optimal allocated consumatseurce in single-class dynamic PERT
network, we considered the various combinationgsoofions for specific time interval. Based
on the presented example, If the length of evertigrois decreased, the accuracy of solution
is increased, i.e., the value of objective is desed and the computational time, CT, is also
increased.
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