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Abstract

Sentiment analysis is a subfield of Natural Language Processing (NLP) which tries to process a text
to extract opinions or attitudes towards topics or entities. Recently, the use of deep learning methods
for sentiment analysis has received noticeable attention from researchers. Generally, different deep
learning methods have shown superb performance in sentiment analysis problem. However, deep
learning models are different in nature and have different strengths and limitations. For example,
convolutional neural networks are useful for extracting local structures from data, while recurrent
models are able to learn order dependence in sequential data. In order to combine the advantages of
different deep models, in this paper we have proposed a novel approach for aspect-based sentiment
analysis which utilizes deep ensemble learning. In the proposed method, we first build four deep
learning models, namely CNN, LSTM, BiLSTM and GRU. Then the outputs of these models are
combined using stacking ensemble approach where we have used logistic regression as meta-learner.
The results of applying the proposed method on the real datasets show that our method has increased
the accuracy of aspect-based prediction by 5% to 20% compared to the basic deep learning methods.

Keywords: Deep Learning, Ensemble Learning, Natural Language Processing, Opinion Mining,
Sentiment Analysis

1. Introduction

One of the needs that human beings always feel is the need to understand the behavior, opinions and
beliefs of other people. Recent advances in web technologies have provided new ways of communica-
tion, including social networks, blogs, e-commerce websites, and more. According to the considerable
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amount of data obtained from these platforms, the need for an automated system to organize and
analyze this volume of data is ever-increasing.

One of the main processes on this type of data is sentiment analysis (opinion mining), which
aims to extract the user’s attitude and feelings from the comments or text written by him [11].
Sentiment analysis has different applications. For example, by extracting opinion from comments,
business owners can get important information from customer feedbacks and consequently improve
the product quality and customer service [12]. In addition, sentiment analysis can be used in other
areas including analysis of political issues and film reviewing [5].

Sentiment analysis can be performed at three levels: document level, sentence level and aspect
level. At the document level, the whole text is considered as an information unit or a subject, and
the polarity of the text (positive, negative, or neutral) is analyzed and extracted for the whole text
[13]. In sentence level sentiment analysis, the emotion expressed in each sentence will be classified
[3].

The problem with document/ sentence based methods is that in these methods it is assumed
that only one subject is expressed in the document/sentence, but in many cases this is not true. For
example, in the sentence ”My mobile phone has a high quality screen, but the battery life is very
short.”, simultaneously, two positive and negative opinions are expressed. If we consider “screen”
aspect the polarity is positive but the opinion about “battery” aspect is negative. Therefore, for a
more accurate analysis, we should consider the entities and their related aspects in a text and classify
the polarity at aspect level. This is called aspect-based sentiment analysis [9].

Alvarez-Lopez et al. [1] proposed a CRF and SVM-based model for aspect-based sentiment
classification, but the method failed to accurately extract the polarity of opinions. Over the past
decade, deep learning methods have achieved many successes in various fields, including Natural
Language Processing (NLP). In this regard, many researchers have used deep learning methods for
the sentiment analysis problem recently [22, 25].

Xu et al. [21] utilized a Convolutional Neural Network (CNN) model for aspect-based sentiment
classification. Wang et al. [18] proposed an Attention-based Long Short-Term Memory (LSTM)
model for aspect-based sentiment analysis. The attention mechanism can concentrate on different
parts of a sentence when different aspects are taken as input. Xing and Xiao in [19] have used
an attention based Gated Recurrent Unit (GRU) model for aspect based sentiment classification.
Clematide and Simon in 2018 [8] presented a bidirectional LSTM (BiLSTM) architecture with a
multilayer perceptron on top that dynamically mixes word and character-level representations. Zhou
et al. [27] used two attention based LSTM network for cross-language sentiment classification to
model the word sequences in the source language (Chinese) and target language (English).

The problem with convolutional model is that these model do not take into account the order of
the words in the sentence, so it cannot extract proper meanings from sentences. This issue can be
addressed with recurrent (memory-based) models, such as LSTM or GRU, which can learn long term
and syntactic dependencies. On the other hand, memory-based models cannot perform accurate
analysis if the order of words in a sentence changes [23].

According to the strengths and limitations of each deep learning classifier, in this paper we
proposed an ensemble learning method which use deep learning models as base classifier and combine
the outputs of these models with the stacking ensemble approach. In fact, in the proposed method,
first we create and train four deep learning models, namely CNN, LSTM, BiLSTM and GRU. Then
a logistic regression model is used as a meta-learner to combine the outputs of base classifiers. To
the best of our knowledge this is the first time that a meta-learner is utilized to integrate different
deep learning models in aspect-based sentiment analysis problem.

In the rest of the paper, we first provide some necessary background in Section 2. Then, in Section
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3, the proposed method is described and the experimental results are demonstrated and discussed in
Section 4. Finally, the conclusion and future works are explained in section 5.

2. Background

In this section we briefly describe deep neural network models and ensemble learning.

2.1. Convolutional Neural Network model

Convolutional Neural Network (CNN) is a specialized type of deep learning model which is in-
spired by the organization of animal visual cortex [26]. CNN is composed of an input and an output
layer, as well as multiple hidden layers. The hidden layers of a CNN consist of a series of convolutional
layers which play a key role in CNN. The convolution layer is composed of a set of independent filters.
Each filter is independently convolved with the input and the result is usually pooled or subsampled
to smaller dimensions and fed to the next layer. The convolution layers extract local feature from
input and finally a fully connected layer make the final prediction.

2.2. Recurrent Neural Network model

Recurrent Neural Network (RNN) is a type of deep learning model which introduces recurrent
connections. The recurrent connections allow the network to retain previous outputs as memory in
the internal states. Consequently, RNN can store information about what has been processed so far
and can be employed for processing sequential data [6].

2.3. Long Short-Term Memory model

Since RNN is trained by backpropagation through time, the gradient signal gets smaller and
smaller as it backpropagates further. For long sequences the gradient approaches to zero and the
weights will not be updated. This problem is called vanishing gradient problem [16].

Long Short-Term Memory (LSTM) is a special kind of RNN that alleviates the problem of
vanishing gradients. It is composed of a memory cell and three gates namely input gate, output
gate and forget gate which regulate the flow of information in the network. If the forget gate is
on and the input and output gates are off, memory cell just passes the gradients without change.
Therefore, LSTM reduces the vanishing gradient problem and can learn long-term dependencies [16].

2.4. Bidirectional LSTM model

Bidirectional LSTM (BiLSTM) model is a kind of recurrent neural networks which consists of
two LSTMs: one taking the input in a forward direction, and the other in a backwards direction.
Consequently, it gets more information from text by knowing what text follow and precede a word
in a sentence, by processing the sequence in two directions [20].

2.5. Gated Recurrent Unit model

Gated Recurrent Unit (GRU) is similar to LSTM model but it has fewer parameters than LSTM.
Instead of three gates in LSTM, GRU has two gates namely update gate and reset gate. The update
gate controls information that flows into memory, and the reset gate controls the information that
flows out of memory. If the update gate is 1, the previous memory is fully preserved, and if it is 0,
the previous memory is completely forgotten [7].

As mentioned before, GRU has less parameters and hence it is faster than LSTM but as it is
demonstrated in [24] their performance depends on the characteristics of the datasets.
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2.6. Ensemble learning

In recent years, ensemble learning has been considered as one of the most successful techniques
in machine learning [14]. Ensemble learning combines several machine learning techniques into one
predictive model in order to increase the performance in comparison to single models (base classifiers).
Most ensemble methods use a single base learning algorithm to produce homogeneous base learners,
i.e. learners of the same type. There are also some methods that use heterogeneous learners, i.e.
learners of different types [14].

Combining base classifiers can be done in different ways, including voting [2], averaging [4],
bagging [14], boosting [10] and stacking [15] which we will explain in the following.

In the voting approach, every individual classifier votes for a class and the final prediction is
made by considering all votes. In the majority voting, the final prediction is equal to the output
which is chosen by the most classifiers. A limitation of the majority voting is that it treats all models
the same, i.e. all models contribute equally to the prediction. To address this problem, we can use
weighted voting, where the importance of models in voting is different [2]. The voting approach
usually reduces overfitting and creates a smooth model but it is not guaranteed to provide better
performance than any single model used in the ensemble [2].

In the averaging method, the final prediction is equal to the average output of the base classifiers.
Similar to voting, averaging can be done in weighted version. The averaging method is used when
the outputs are continuous [4].

Bagging is a homogenous ensemble method where same base learners are trained in parallel on
different random subsets of the training set. To obtain the data subsets bootstrap sampling is used.
Bagging method reduces variance and improves stability where the base classifiers are unstable [13].

Boosting is a homogenous ensemble method like bagging, but in contrast to bagging it is a
sequential process where each subsequent model attempts to correct the errors of its predecessor. In
order to improve the accuracy of models, more weight is given to samples that were misclassified by
earlier rounds. Boosting method decreases the bias error and produces strong predictive model [10].

Stacking is a heterogeneous ensemble learning technique that combines multiple classification
models via a meta-classifier. The base classifiers are trained based on a complete training set, then
the meta-model is trained on the outputs of the base level model as features [15]. The superiority
of stacking is that it can combine the advantages of distinct machine learning algorithms on a
classification task and make predictions that have better performance than any single model in the
ensemble.

3. Methods

In this paper, we proposed a novel method for aspect level sentiment analysis problem which
is based on stacked ensemble learning. The proposed method utilizes four deep learning model
namely CNN, LSTM, BiLSTM and GRU as base classifiers and then combines the outputs using
a meta classifier. Combining different deep learning models allows us to exploit the structural and
functional advantages of each model and improve the total performance. In the following we explain
the base learners and the meta classifier in more details.

The first base classifier we used in this paper is a LSTM network. The LSTM model has a good
ability to keep the sequential information of sentences and is very powerful for modeling long texts
and extracting their meanings [17]. The LSTM model in our paper composed of three layers namely
embedding, LSTM and dense layer.

The embedding layer maps the input words to vector of numbers such that words which have
a similar meaning in the context are embedded next to each other. Before training we removed
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punctuations and rare words. The size of our vocabulary is 10000. We can fold each word in just
as many dimensions as we want. We considered the size of embedding vector equal to 32. The next
layer of our LSTM model is the LSTM layer which is composed of 128 neurons. This layer has the
ability of capturing the sequential data by considering the previous data.

The last layer of our LSTM classifier is a dense layer with 3 neurons which determines the
sentiments of comments as positive, negative or neutral. The activation function in the last layer
is softmax. The softmax function returns a number between 0 to 1 for each class which show the
probability of target classes. We applied Adam optimization method for updating weights in the
network and used categorical-crossentropy as loss function.

The second base classifier we used is a GRU network. GRU has an update gate which determines
how much of the past information (stored in the previous hidden state) needs to be retained for the
future and a rest gate which determines how to combine the new input with the previous memory. Our
GRU network is composed of three layers namely embedding, GRU and dense layer. The embedding
layer is similar to our LSTM model. The GRU layer is composed of 128 neurons. We used tanh as
activation function. The loss function and optimization methods are categorical-crossentropy and
Adam method, respectively.

In addition to LSTM and GRU, we used a BiLSTM model as our third base classifier. Since
BiLSTM model traverse the text in two directions, we not only consider previous words in a sentence
but also the next words for extracting meanings. Like the previous two models, our BiLSTM network
has 3 layers namely embedding, BiLSTM layer and dense layer. Embedding and dense layers are
similar to our LSTM network. The BiLSTM layer consists of 128 neurons with tanh activation
function. For training the model we use categorical-cross entropy as loss function and Adam as
optimization method.

Our last base classifier is a CNN network. CNN can extract key features from the text automati-
cally. The first layer of our CNN network is an embedding layer which is responsible for vectorization
of words. The next layer is a convolutional layer. The results of convolution of inputs and kernels
are given to a ReLU function. After that a GlobalMaxPooling1D is used for dimension reduction.
Then we have two dense layers with 16 and 3 neurons, respectively. We use categorical-crossentropy
as loss function and Adam method as optimization method.

After generating the base classifiers, we use an ensemble learning method to exploit the advantages
of different models which we mentioned earlier. In the following, we describe the structure of our
models more precisely.

Our proposed model is based on stacking ensemble approach where we train our base classifiers,
i.e. LSTM, GRU, BiLSTM and CNN; then the outputs of these models are combined using stacking
method. In this paper we use multinomial logistic regression for combining the output of the above-
mentioned classifiers. The outline of the proposed model is displayed in figure 1. In this figure, x
shows the sample and O1 to O4 shows the output of base classifiers. y is the final output of our
model which is obtained from the combination of O1 to O4.
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Figure 1: The outline of our proposed model

Since the multinomial logistic regression get numeric input and the outputs of our base classifiers
are in the form of one-hot vector, first we should convert the output of each classifier to a number.
In this regard, we find the maximum value of each output vector. Then we return the index of
the maximum value for each classifier as a number, which can be 0, 1 or 2. In this coding, 0 is
corresponding to neutral polarity and 1 and 2 shows negative and positive polarity, respectively.
The obtained numbers are then given as input to the multinomial logistic regression. Each of these
numbers are linked to multinomial logistic regression model with a different weight which indicates
the importance of each base classifier in producing the final output (y). These weights are adjusted
during training.

In fact, [O1, O2, O3, O4], which we call it xlr, is injected into a logistic regression model as input.
Since in our paper, sentiments are classified in three classes namely neutral, negative and positive,
the final output, y, is a 3-dimensional vector which determines the polarity of sentiments. Under a
multinomial logistic regression model, the probability that input xlr belongs to class i is written as
(1):

p(yi = 1|xlr, w) =
exp(xlrwi)∑3
j=1 exp(xlrwj)

(1)

where w is the weight matrix and the row wj in this matrix determines the importance of jth base
classifier in producing the final output. The weight matrix, w, is updated during training.

Because of the normalization condition shown in (2), we only have to estimate the probability
for two classes and the probability of the third class can be computed using (2):

3∑
i=1

p(yi = 1|xlr, w) = 1 (2)
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Finally, multinomial logistic regression assigns each sample to a class where it has the greatest
possibility of belonging. Then, the predicted polarity for each sample x is compared to its assigned
polarity in the training dataset to determine the amount of loss. The weight matrix is updated
accordingly to reduce the loss value.

4. Results and Discussion

In this section, we describe the datasets used in this work and discuss the experimental results.

4.1. Dataset

In order to evaluate the performance of our proposed approach, the model is applied on real
datasets and its performance is compared with base classifiers.

We evaluated our model on two different domains, namely laptops and restaurants. These datasets
are available as SemEval2016 (SE-ABSA 2016) task 5 [28].

ABSA was introduced for the first time in the context of SemEval in 2014 [29]. The SemEval
2016 Task 5 provided datasets of English reviews annotated with aspect terms and their polarity for
the laptop and restaurant domains. It gives the opportunity to do aspect based sentiment analysis
on reviews.

The Restaurant’s dataset consists of 350 reviews (2000 sentences) for training and 90 reviews (676
sentences) for testing. The Laptop’s dataset consists of 450 reviews (2500 sentences) for training and
80 reviews (808 sentences) for testing. Table 1 summarizes the characteristics of the datasets used
for the evaluation of the proposed model.

Table 1: The properties of datasets

Train Test
#Sent #Reviews #Sent #Reviews

Restaurant 350 2000 90 676
Laptop 450 2500 80 808

In each sentence of reviews, entities are extracted and a pair of Entity-Attribute is determined
which shows the aspect category. The possible entity types and attribute labels for restaurant and
laptop datasets are given in table 2 and table 3, respectively. Each pair of Entity-Aspect (aspect
category) is assigned to a sentiment polarity (positive, negative or neutral). The aim is to predict
the sentiment polarity in the test datasets.

Table 2: Entity and attribute labels in restaurant domain

Entity labels
RESTAURANT, FOOD, DRINKS, AMBIENCE, SERVICE, LOCATION

Attribute labels
GENERAL, PRICES, QUALITY, STYLE OPTIONS, MISCELLANEOUS
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Table 3: Entity and attribute labels in laptop domain

Entity labels
LAPTOP, DISPLAY, KEYBOARD, MOUSE, MOTHERBOARD, CPU,
FANS COOLING, PORTS, MEMORY, POWER SUPPLY, OPTICAL DRIVES,
BATTERY, GRAPHICS, HARD DISK, MULTIMEDIA DEVICES, HARDWARE,
SOFTWARE, OS, WARRANTY, SHIPPING, SUPPORT, COMPANY
Attribute labels
GENERAL,PRICE, QUALITY, DESIGN FEATURES, OPERA-
TION PERFORMANCE, USABILITY, PORTABILITY, CONNECTIVITY, MIS-
CELLANEOUS

4.2. Experimental results

For evaluating our proposed method, we applied it on restaurant and laptop datasets and com-
pared the results with base classifiers (LSTM, GRU, BiLSTM and CNN). We used 30 epochs for
training and considered the batch-size equal to 32. To prevent overfitting, we used Early stopping
technique in all models. Other model-related parameters are specified in Section 3.

For evaluation we used precision as performance measure which is defined as (3)

precision =
TP

TP + FP
(3)

In (3) TP is the True Positive and FP is the False Positive.
Since our problem is a multiclass categorization, we used macro-averaged precision which is the

average of per-class precision. The precision for each class (per-class precision) is computed by (3).
The obtained results for the restaurant and laptop domains are represented in table 4 and table

5, respectively. As the results show, our proposed model which utilizes ensemble learning method
outperforms the base classifiers. Among individual classifiers, GRU has shown the worst performance
in restaurant as well as laptop dataset. Our proposed method has increased the precision by 10%
compared to GRU in the laptop dataset and by 20% in the restaurant dataset. The best base classifier
in both domains is CNN which has achieved an accuracy of 66% and 64.3% on restaurant and laptop
datasets, respectively. Our proposed model improved the CNN’ precision about 5% in both domains.

According to the results, combining the base deep learning methods in a stacked approach has
increased the precision compared to each individual classifier. It indicates that by combining models
with different functional and structural characteristics, we can utilize their advantages. In fact,
using memory-based model such as LSTM, BiLSTM and GRU let the model to learn long term
dependencies. LSTM, BiLSTM and GRU have different structures and they can strengthen each
other when they are combined. On the other hand, memory-based models cannot perform accurately
if the order of words in a sentence changes. CNN model can cover this limitation and consequently
the overall performance of our ensemble method is increased.
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Table 4: Performance comparison of our proposed model with base deep learning models in Restaurant dataset

Model Precision
LSTM 60.2 %
GRU 56.8 %

BiLSTM 64.8 %
CNN 66 %

Proposed Model 69.3 %

Table 5: Performance comparison of our proposed model with base deep learning models in Laptop dataset

Model Precision
LSTM 63.2 %
GRU 61 %

BiLSTM 63 %
CNN 64.3 %

Proposed Model 67.5 %

5. Conclusion and future work

Aspect-based sentiment analysis (ABSA) of reviews has recently gained the researchers interest.
In this paper we proposed a new model for aspect-based sentiment analysis. The proposed framework
is a deep neural network architecture using ensemble learning. In the proposed method, first we
create and train four deep learning models, namely CNN, LSTM, BiLSTM and GRU. Then a logistic
regression model is used as a meta-learner to combine the outputs of base classifiers.

We applied our method on real datasets. Evaluation results show that the proposed approach
outperforms the baseline method up to 20% in terms of precision. Since the result of ensemble
method is promising, for future work we plan to apply ensemble learning on other text processing
task.
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