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ABSTRACT 

 
Runoff estimation is one of the main challenges encountered in water and watershed 

management. Spatial and temporal changes of factors which influence runoff due to het-

erogeneity of the basins explain the complicacy of relations. Artificial Neural Network 

(ANN) is one of the intelligence techniques which is flexible and doesn’t call for any much 

physically complex processes. These networks can recognize the relation between input 

and output. In this study ANN model was employed for runoff estimation in Plaszjan Riv-

er basin in the central part of Iran. The models used are Multiple Perceptron (MLP) and 

Recurrent Neural Network (RNN). Inputs include data obtained from 5 rain gauges as 

well as from 2 temperature recording gauges, the output of the model being the monthly 

flow in Eskandari Hydrometric Station. Preprocessing of the data as well as the sensitivity 

analysis of the model were carried out. Different topologies of Neural Networks were cre-

ated with change in input layers, nodes as well as in the hidden layer. The best architec-

ture was found as 7.4.1. Recurrent Neural Network led to better results than Multilayer 

Perceptron Network. Also results indicated that ANN is an appropriate technique for 

monthly runoff estimation in the selected basin with these networks being also of the ca-

pability to show basin response to rainfall events. 
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INTRODUCTION 

Neural networks are widely regarded as 

potentially effective approaches to handling 

out vast amounts of dynamics the underlying 

physical relationships of which are not fully 

understood (Gorindaraju and Rao, 2000; 

Gorindaraju, 2000; Mahnaj, 2002). The ap-

plication of ANNs to water resources prob-

lems is rapidly gaining popularity due to 

their immense power and potential in the 

mapping of non-linear systems (French et 

al., 1992; Vladan and Christian, 1998; Singh 

and Woolhiser, 2002). A water resources 

system may be nonlinear and multivariate, 

and the variables involved having complex 

interrelationships (Bhattacharya et al., 2003; 

Maier and Dandy, 2000; Kingstone, 2003). 

Such problems can be effectively solved 

using ANNs. Neural networks are also par-

ticularly well suited for modeling systems 

on a real-time basis, and this could be used 

in hydrological forecasting systems (Bazart-

seren et al., 2002). ANN Performance is re-

lated to accurate real-time data inputs, the 

quality of the knowledge used to specify, 

build and operate the models as well as the 

ability of the models to respond to dynamic 

and sometimes rapidly changing events. 

There have been many studies having used 

neural networks in prediction as well as 

analysis in hydrological arenas, especially 

rainfall-runoff modeling. Jagadeesh et al. 

(2000) evaluated different neural networks 

for monthly runoff estimation in three basins 
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in Kanzas State. They compared the results 

with those found through empirical methods. 

Results indicated a more capability of neural 

networks than the empirical methods. Co-

moplo et al. (1999) used neural networks for 

analyzing and predicting Taglimanto River 

responses. The inputs included data from 7 

rainfall recording gauges, the output being 

monthly runoff. This model possesses the 

suitable accuracy for hour time steps, but the 

error, increases with increment in time steps. 

Drecourt (1999) used a model of neural net-

works for rainfall-runoff modeling and indi-

cated that this kind of black box is capable 

of decreasing errors. Kumar et al. (2001) 

used two models of neural networks namely 

feedforward and recurrent neural networks 

for a prediction of monthly flow of a river in 

India. Results indicated that recurrent neural 

networks performed better than the feedfor-

ward neural networks. In this study, two 

types of ANNs were employed namely: mul-

tilayer perceptron and time lagged recurrent 

networks. 

MATERIALS AND METHODS 

Multilayer Perceptron Networks 

 The multilayer perceptron is one of the 

most widely implemented neural network 

topologies. In terms of mapping abilities, 

MLP is believed to be capable of approxi-

mating arbitrary functions (Kisi, 2005; Mad-

son et al., 2000). This has been important in 

the study of nonlinear dynamics, and in 

other functional mapping problems. In 

backpropagation learning the system re-

sponse at PEi (Perceptron Element) at itera-

tion n, yi(n), and the  desired response di(n) 

for a given input pattern of an instantaneous 

error ei(n) is defined by: 

ei(n)= di(n)-yi(n)       (1  

( ) (n)j(n)xiη(n)ijw1nijw ∂+=+  (2 

Using the theory of gradient descent learn-

ing, each weight in the network can be 

adapted by correcting the present value of 

the weight with a term that is proportional to 

the present input and the error at the weight. 

In Equation (2) the local error ∂i(n) can be 

directly computed from ei(n) at the output 

PE or can either be computed as a weighted 

sum of errors at the internal PEs. The con-

stant η is called the step size. 

Recurrent Neural Networks 

The classes of neural networks which con-

tain cycles or feedback connections are 

called Recurrent Neural Networks (RNNs). 

While the set of topologies of a feedforward 

network is fairly constrained, a RNN can 

take on any arbitrary topology as any node 

in the network may be linked with any other 

node (including itself). Time Lagged Recur-

rent Networks (TLRNs) are MLPs extended 

with short term memory structures (Couli-

baly et al., 2001; Kumar et al., 2001). Most 

real-world data contains information in its 

time structure, i.e. how the data changes 

with time. The most studied TLRN network 

is the Gamma model. The Gamma model is 

characterized by a memory structure that is a 

cascade of leaky integrators, i.e. an exten-

sion of the context unit of the Jordan and 

Elman nets. The signal at the taps of the 

Gamma memory can be represented by: 

u(n)(n)ox =    (3  

1)(n
1k

µx1))(n
k

µ)(x(1(n)
k

x −
−

+−−=    (4 

k= 1, 2,…K 

Note that the signal at tap k is a smoothed 

version of the input which holds the voltage 

of a past event, creating a memory. 

Study Basin, Database and Modeling 

Methods 

Plasjan basin located at 50 ْ  2 َ  to 50 ْ 41 َ 

longitude and 32 ْ 12 َ to 32 ْ 46 َ latitude with 

an area of 1,644 km
2
 is a part of  Zayande-

hrud Dams basin. The elevation of study 

area ranges from 2,136 to 3,669 meters with 

an average of 2,560 meters. Mean annual 

rainfall is about 462 millimeters. Plasjan 

River with a 60 km length is the major river 

www.SID.ir



Arc
hi

ve
 o

f S
ID

Monthly Runoff Estimation Using ANN _________________________________________  

357 

of the catchment with 4.5 m
3
 s

-1
 mean annual 

discharge, gauged at Eskandari Station at the 

outlet of the basin (Yazdani and Chavoshi, 

2005). There are 5 rain gauges and 2 tem-

perature recording stations inside as well as 

outside the basin (Figure 1). 

Monthly data of discharge was selected 

from Eskandari Station located near the ba-

sin outlet and from P2 rain gauge. Data was 

selected in the same period, from October 

1975 to September 1998. Preprocessing of 

the data was run, the homogeneity test of 

data being performed and the missing data 

corrected for.  

Two kinds of neural networks, namely 

Multilayer Perceptron and Time Lag Recur-

rent Networks were employed. Input data 

included mean monthly rainfall from 5 rain 

gauges (P1, P2, P3, P4 and P5) and mean 

monthly temperature of 2 temperature re-

cording stations (T1 and T2) with output be-

ing the monthly discharge (Q) at Eskandari 

Hydrometry. Then data were divided into 3 

sets, including training (216 samples), cross 

validation (CV) (36 samples) and test (36 

samples). Several topologies were taken into 

account for each model. With change in hid-

den layers, perceptron elements, learning 

rate, momentum, and activation function, 

different topologies were created and com-

pared based on error. Three criteria were for 

on assessment of errors: mean square error 

(MSE), normalized mean square error 

(NMSE) as well as correlation coefficient 

(r). Version 4 of the neurosolution software 

was made use of in the study. 

 

Figure 1. Study area and selected stations. 

Table1. Some statistics of observed data. 

Statistics P1 (mm) P2 (mm) P3 (mm) P4 (mm) P5 (mm) T1(
oC)  T2 (

oC) Q (m3 s-1) 

Mean 29.9 32.7 32.1 29.2 32.8 9.7 9.6 4.7 

Standard error 2.1 2.3 2.3 2.2 2.5 0.5 0.5 0.3 

Median 17 19 18 15 16.15 9.85 9.63 3.4 

Mode 0 0 0 0 0 21.8 0.27 1.49 

Standard devia-

tion 

35.48 38.56 39.29 37.35 41.90 9.16 8.89 5.37 

Kurtosis 1.46 1.00 1.14 2.69 1.27 -1.30 -1.38 16.58 

Skewness 1.38 1.26 1.32 1.58 1.41 -0.05 -0.01 3.14 

Minimum 0 0 0 0 0 -8.3 -6.9 0.01 

Maximum 167 181 194 201 174.5 25.4 24 47.47 
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RESULTS 

Preprocessing of data was done. Table 1 

represents some statistics of the monthly 

observed data. Mean monthly rainfall in se-

lected stations varied from 29.2 to 32.8 mil-

limeters. Temperature ranging from 9.6 to 

9.7
o
C denotes a lower deviation as compared 

to rainfall. 

Multilayer Perceptron 

Several topologies for MLP were exam-

ined. Sensitivity analyses for created net-

works were tested. The results of the sensi-

tivity analysis are presented in Figure 2. 

Learning rate changes from 0.01 to 0.1, 

momentum rule was used for increasing 

convergence from 0.4 to 1. The process was 

iterated 2000 times. Learning rate equal to 

0.05 and momentum equal to 0.8 showed the 

best results. The increase in the hidden lay-

ers resulted in increase of errors.  Table 2 

represents MSE and NMSE for different 

hidden layers. Suitable PE was determined 

as 4. Finally the suitable structure was de-

termined as 7.4.1. In some cases, the learn-

ing curve was found as unstable, so the 

process was repeated to achieve optimum 

learning curve. Learning curves for selected 

structures are presented in Figure 3. 

Regarding the appropriate topology and 

parameters, testing step was run. Results for 

three stages are shown in Figures 4 to 6.  

Recurrent Neural Networks 

In the next stage of this study several to-

pologies for time lagged recurrent network 

were created and compared as with errors. 

Memories of Gamma axon, Laguarre axon 

and TDNN axon were used for corporation. 

TDNN axon memory tends to result in the 

best. The depth of axon and trajectory length 

were changed to obtain the optimum. Learn-

ing rate, momentum and epoch respectively 
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Figure 2. Sensitivity of output (discharge) to input (rainfall and temperature). 

 

Table 2. MSE and NMSE for different hidden layers. 

Hidden layer 1 2 3 4 5 

MSE 11.6 11.8 12.9 26.6 133.1 

NMSE 2.06 2.1 2.29 4.73 23.64 
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equal to 0.1, 0.7 and 2000, were considered. 

Suitable selected topology was 7.4.1. More 

than 1 hidden layer resulted in more error 

(Table 3). 

 Learning curve for suitable topology is 

shown in Figure 7. With regard to best to-

pology and parameters, testing set was con-

ducted. Results for three sets are shown in 

Figures 8 to 10. 

 Errors of three sets of MLP and TLRN for 

the best topology and parameters are pre-

sented in Table 4. 

DISCUSSION 

The applicability and potential of ANNs 

including MLP and RNN for monthly runoff 

estimation was studied for Pelasjan River 

basin in Isfahan Province. Model perform-

ance was assessed through MSE, NMSE as 

well as correlation coefficient. Sensitivity 

analysis suggests that all inputs have signifi-

cant effects on output among which monthly 

temperature is of the most effect. Input of P3, 

located on the upland of studied basin has 

the maximum effect on output as compared 

with other rain gauge stations. Maximum 

and minimum rates of SA are related to T2 

and P1, respectively. Using rainfall as the 

single input resulted in a weak estimation. 

Since there was no recommended rule for 

designing an ANN, different topologies were 
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Figure 3. Learning curve for selected topology. 
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Figure 4. Plot of observed and estimated discharge (m3 s-1) 

for training. 
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Figure 5.  Plot of observed and estimated discharge 

(m3 s-1)  for testing. 
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 Figure 6.  Plot of observed and estimated discharge (m3 s-1)  

for CV. 

 

Table  3. Errors for different hidden layers in TLRN networks. 

Hidden layer 1 2 3 4 5 

MSE 4.91 8.48 14.19 35.69 37.98 

NMSE 0.87 1.51 2.52 6.34 6.74 
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created in the process. 

MLP with one hidden layer and 4 percep-

tron elements a minimum error. However the 

effects of temperature inputs are significant 

in achieving better learning. Activation func-

tions of hyperbolic tangent and sigmoid 

were compared. Results imply that using 

hyperbolic tangent leads to better results, 

while the use of sigmoid function learning 

process being consistent. In each network in 

order, to avoid overtraining, cross validation 

was employed as the criterion. In general, 

running 2,000 iterations tends to depict ap-

propriate results. The training set was re-

peated for new architectures. In TLRn a to-

pology of 7.6.1 was selected. Training set in 

TLRn is more difficult than in MLP net-

works, the learning process is very sensitive, 

the probability occurrence of local minima 

being more. To eliminate this problem, train-

ing was repeated frequently. In each network 

with increasing hidden layer, training was 

unstable and error increased. With regard to 

Figure 5, it is evident that a plot of observed 

and estimated discharge is depicted with 

much deviation from the fitting line. This 

deviation is more for the CV stages with r
2
= 

0.3715 showing a weak fitting of data. 

Learning curves in Figure 3 indicated that 

with increase in iterations, the error de-

creased showing a steady trend after 200 

iterations in the CV stage. Learning curves 

in the TRNN were more stable than those in   

MLP showing less errors. These curves for 

test and CV sets followed similar patterns. 

But the error in CV stage increased follow-

ing 200 iterations showing a little more er-

rors than the test stage. Scatter plots in the 

TRNN represented better results as com-

pared with the MLP. In the TRNN, data was 

fitted around the fitting line, with a suitabil-

ity of r
2 
=0.93 in CV stage. 
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Figure 7. Learning curves for selected topol-

ogy. 
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Figure 8.  Plot of observed and estimated dis-

charge (m
3
 s

-1
) for training. 
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Figure 9.  Plot of observed and estimated dis-

charge (m
3
 s

-1
)  for CV. 
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Figure 10.  Plot of observed and estimated dis-

charge (m
3
 s

-1
) for testing. 
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Results indicated that errors in TLRN are 

less than those in MLP networks. Correla-

tion coefficient in MLP networks was 0.64 

in training, 0.61 in cross validation and 0.86 

in testing set but in TLRN these reached 

0.94 in training, 0.88 in cross validation and 

0.97 in testing set. The monthly runoff in the 

study area contains the extra amount of flow 

due to the slow response of the previous 

month's rainfall. For the rainfall-runoff 

process where both the input and output are 

temporal variables, static networks have 

been criticized even with the inclusion of 

input from previous months. In this sense 

recurrent networks are more suitable for the 

rainfall-runoff problems in comparison with 

MLP networks. Also determining optimal 

network architecture was found to be critical 

for efficient mapping of the rainfall-runoff 

relationship. However ANNs especially the 

recurrent network can simulate monthly 

rainfall-runoff processes, effectively. Also 

these networks are capable of distinguishing 

the response of a basin to rainfall. 

In summary, the recurrent networks are of 

a high capability of simulating runoff gen-

eration because of former knowledge of data 

being used in their structures for on optimal 

responses a diminishing of the error. In fact, 

runoff data is affected by previous data, this 

problem being intensified in mountainous 

regions where snowmelt contributes to sur-

face flows.  
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  هاي عصبي مصنوعيتخمين رواناب ماهانه با استفاده از شبكه

  سلطاني.  س ومهديان .ح .ثقفيان، م .يزداني، ب .ر .م

  چكيده

تغييرات زماني و مكاني . يكي از مهمترين چالشها در مديريت آب و آبخيزداري تخمين رواناب مي باشد  

 سـبب پيچيـدگي روابـط    ،دهنده رواناب كه ناشي از ناهمگني در حوضه آبخيز مـي باشـد  فاكتورهاي شكل 

پذيري  باشد كه داراي انعطافهاي عصبي مصنوعي مياز جمله تكنيكهاي هوش مصنوعي شبكه. شده است

. باشـند  ها قادر به تعيين روابط ورودي و خروجي مياين شبكه. بوده و نيازمند شرايط پيچيده فيزيكي نيست     

مدل از شبكه عصبي مصنوعي براي تخمين رواناب ماهانه حوضه رودخانـه پلاسـجان در      در اين تحقيق  دو    

هـاي  اي استفاده شده شامل پرسپترون چند لايه و شـبكه    مدله. بخش مركزي ايران مورد بررسي قرار گرفت      

 ايـستگاه بارانـسنجي و دو       5وروديهاي مدل شامل اطلاعات مربوط به        .باشدعصبي برگشتي يا چرخشي مي    

پـيش پـردازش    . باشـد ايستگاه دمانگار و خروجي مدل جريان ماهانه در ايستگاه هيدرومتري اسكندري مـي            

هـاي عـصبي بـا     هاي گونـاگوني از شـبكه   توپولوژي. ها انجام گرفت  روي  داده  ها و آناليز حساسيت بر      داده

نتـايج  .  تعيـين گرديـد  7,4,1بهترين سـاختار  . دشهاي مخفي ايجاد ها و لايهتغيير در لايه هاي ورودي، گره   

هاي عصبي برگشتي نتـايج بهتـري از پرسـپترون چنـد لايـه در تخمـين روانـاب در                    بيانگر اين بود كه شبكه    

هاي عصبي مصنوعي قادرند رفتار حـوزه را    همچنين براي تخمين رواناب، شبكه    . وضه مورد مطالعه دارند   ح

  .نسبت به بارش در حوزه بخوبي نشان دهند
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