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Abstract   Background modeling is an important step in moving object detection and tracking. In 
this paper, we propose a new statistical approach in which, a sequence of frames are selected 
according to velocity and direction of some moving objects and then an initial background is 
modeled, based on the detection of gray pixel's value changes. To have used this sequence of frames, 
no estimator or distribution is required. In this work, smoothly changing pixels are modeled by 
averaging and other statistical calculations are done for more varying pixels. The proposed algorithm 
works well, even if the moving objects are present in all frames. We have evaluated this novel method 
successfully on highly textured scenes, with challenging phenomena such as dynamic background, 
area of high foreground traffic and moving objects with different speeds and sizes. 
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در . شـود  در آشكارسازي و رديابي اشياي متحرك، مدل سازي زمينه تصوير مرحله مهمي محسوب ميچكيده          

در روش پيشنهادي، رشته اي از فريم ها بر اسـاس           . گردد اين مقاله رويكرد آماري جديدي در اين زمينه ارائه مي         
ساس آشكارسازي تغييرات مقادير سطح     شوند و سپس زمينه اوليه برا      سرعت و جهت اشياي متحرك انتخاب مي      

با بكارگيري چنين رشته فريم هايي، نيازي به استفاده از تخمين زننـده هـا و                . شود ميخاكستري پيكسل ها مدل     
كنند، از طريـق ميـانگين گيـري     در اين روش پيكسل هايي كه به آرامي تغيير مي  . توزيع هاي آماري وجود ندارد    

. شـود   انجـام مـي    ،اسبات آماري براي پيكسل هايي كه تغييرات شديدتري دارنـد         و ساير مح  د  نشو ميمدل   ساده
  بـه خـوبي كـار      ، حتي در شرايطي كه اشياي متحرك در همه فريم ها حضور داشـته باشـند               ،الگوريتم پيشنهادي 

 اين رويكرد نوين را در صحنه هايي با بافـت هـاي متنـوع تحـت شـرايط بحـث بـر انگيـزي همچـون                         . كند مي
ايي با ماهيت ديناميك، صحنه هاي شلوغ و اشياي متحركي با ابعاد و سرعت هاي مختلـف بـا موفقيـت                     زمينه ه 
 .ايم آزموده

 
 

1. INTRODUCTION 
 
Background is the static part of a scene that does 
not have obvious changes along the time. For 
detection of moving objects, it seems easy to 
subtract a reference frame of the stationary 
background from the observed frame and then 
threshold the resulting image, and finally 
foreground objects could be extracted. However, 
since several factors such as lighting changes, 
camera noise and scenery movements are the 
elements effecting the changes in the background; 
this method does not work properly. One solution 

for this problem is to update background model in 
order to overcome these difficulties and effectively 
detect foreground objects. 
     The most common approach in background 
modeling was adaptive filters like Kalman and 
Wiener which predicted the intensity of pixels. 
These filters could not handle the problems of 
removed or introduced objects [1-3]. 
     Other significant methods are statistical 
approaches in which a probability, according to a 
statistical model for each pixel, is obtained for a 
new pixel value, and then it is assigned to a 
background or foreground. Gaussian model has 
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been widely used in this field [4-7]. 
     Single Gaussian model (SGM) or mixed 
Gaussian models (MGM) for gray levels of images 
along the background updating and using on-line 
Expectation Maximization (EM) algorithm have 
been applied for surveillance applications, using 
color information of pixels. A new faster and more 
accurate method by improving the updating 
equations was proposed in [8]. A similar work in 
this field has been done in [9]. Each pixel is 
defined as layers of 3D multivariate Gaussian due 
to different appearance of each. A Bayesian 
approach was used to estimate probability 
distribution of mean and variance, rather than 
directly estimating these parameters for each layer. 
     Another statistical approach is nonparametric 
modeling of background. These algorithms reduce 
the dependency of background model to the 
distribution parameters and adapt the background 
model faster to the scene changes. Several samples 
of intensity values for each pixel are collected to 
estimate the density function [10,11]. Kernel 
density estimator computes the likelihood of new 
samples for each pixel. New samples are replaced 
with old ones in order to update the model. 
     Other works in this field deal with dynamic 
scenes in which, during learning stage the behavior 
of background is quantized and dynamic regions 
are modeled by aggregating the observations from 
the whole region [12,13]. 
     Hidden Markov models are also used for 
background modeling. HMMs with fixed topology 
and parameter updating stage or with dynamic and 
time varying topology (Topology free HMM) were 
implemented [14,15]. 
     In some recent works, on-line Adaboost (on-
line version of boosting) was used for feature 
selection, which combines weaker classifiers to 
make a stronger one [16]. Classifiers are made in 
initializing learning stage assuming that all input 
fames contain (even changing) background. Then, 
the modeled background will be updated for new 
frames. 
     In a frame stream, the average of gray values 
for each pixel would belong to a background if it 
was occluded in a few frames. In other words, the 
quality and quantity of frames will affect the 
correct estimation of background pixel values. 
Variety of different scenes, often do not satisfy 
these conditions. Therefore Statistical models have 

been used to assign every new sample to 
foreground or background according to its 
probability. In our work, we chose a number of 
particular frames among input stream using 
movement information of the scene and therefore 
background modeling based on density of each 
gray value is improved. In this algorithm velocity 
and direction of moving objects have been used as 
a criterion to select a proper number of appropriate 
sequences of frames and then background is 
modeled by analyzing each pixel gray level in 
these frames. There is also an updating stage to 
handle scene changes. Due to selection of a 
particular sequence, more complicated calculations 
are done for significantly varying pixels while the 
smoother changing ones are modeled by a simple 
averaging. 
     This paper is organized as follows: The 
framework is introduced in Section 2. Estimation 
of direction, velocity of moving objects and the 
proposed background modeling algorithm are 
explained in this section. The experimental results 
are shown in Section 3. 
 
 
 

2. BACKGROUND MODELING 
 
In a sequence of frames, while no moving object is 
located in the pixel view, frequent changes in 
illumination especially in outdoor scenes, will 
smoothly vary the gray level of each pixel. On the 
other hand, prominent changes would occur if any 
movement happens in the visual field of the pixel. 
Figure 1 illustrates a street where cars are moving 
in different directions. Two pixels in different 
locations are shown in Figure 2a. Smooth changes 
of the first pixel and sharp changes of the second 
one through 100 frames are shown in 2b and 2c 
respectively. No moving object crosses the view of 
the former, but variations of the latter are 
considerable due to moving cars. It is not difficult 
to estimate the intensity of pixels like the first one. 
But the algorithm should be more accurate for 
those with prominent changes, to model 
background correctly. 
     To handle such pixels, a special sequence of 
frames should be selected among input stream so 
that in this sequence, moving objects haven’t 
frequently occluded the pixel view when moving 
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            (a)                        (b)                        (c) 
 

 
            (d)                        (e)                        (f) 
 
Figure 1. (a-f) show cars moving in a street in two 
directions. 

 
(a) 

 

 
(b) 

 

 
(c) 

 
Figure 2. (a) 1 and 2 are pixels where the rate of gray level 
changes differs due to their location in the image (b) smoothly 
changes of  the first pixel (c) sharp changes of the second 
pixel. 

in different directions. In other words, the pixel is 
not hidden in most frames. Consider the 
observation set of such pixel intensities in the 
mentioned sequence. Under above conditions, it is 
more probable that majority of gray values in the 
set belong to the background. Therefore, 
background modeling based on estimating each 
pixel gray value will be strongly improved. 
     However, there isn’t such feature in every 
sequence of input stream, especially in scenes with 
several foreground objects, moving frequently in 
different directions. Therefore, it is necessary to 
find a way to provide a desired sequence of frames. 
Another important key is the number of frames so 
that slowest moving objects as a part of foreground 
would wholly move along their initial places. This 
requires information about their velocity. 
 
2.1. Getting an Appropriate Sequence   We 
shall prepare a sequence with suitable length and a 
particular direction of a major moving object. As 
discussed before, such sequence is the optimum 
choice, in order to model the whole background 
based on gray values of each pixel. 
 
2.1.1. Orientation of moving objects   In this 
section we explain how to distinguish the direction 
of moving objects in a frame sequence. The main 
idea is to consider variations in row or column 
numbers, of a moving object location in an image 
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(a) 

 

 
(b) 

 
Figure 3. (a) Consecutive frames of the scene (b) the 
differences of consecutive frames. 

matrix. Horizontal and vertical movement changes 
the column and row numbers respectively. To 
detect these changes through a sequence of N 
frames, we have used threshold difference of 
consecutive frames to detect active regions, as well 
as removing scattered unwanted points. Figure 3 
shows consecutive differences of four frames. 
Therefore, a set of differentiated frames is 
obtained: 
 

}N,...f2f,1{fF =  (1) 
 

}1)d(NI,...,d2I,d1{II −=  (2) 

 
Where F is the sequence of N frames and I is the 
set of their consecutive differences. At this stage 
connected component labeling is applied to these 
frames in order to find the most prominent 
changing region in each one, which deals with the 
most effective moving object of the scene. The 
mean values of rows and columns of these regions 
are calculated in the following sets. Gradient 
function have been handled in this step, noticing 
that ascending set of numbers have positive 
gradient values and descending ones have negative 
gradient values which can help us discover 
whether the number of rows and columns are 
increasing or decreasing. 
 

}1)m(N,...rm2r,m1{rRow −=  (3) 

}1)m(N,...cm2c,m1{cCol −=  (4) 

 

}1)m(N,...grm2gr,m1{gr
f

RowRow −=
∂

∂
=∇  (5) 

 

}1)m(N,...gcm2gc,m1{gc
f

ColCol −=
∂
∂

=∇  (6) 

 
Where f is frame variable which is used to extract 
how many rows or columns are passed per frame. 
By calculating the number of positive and negative 
values in the above sets we have: 
 

0}migrmi{grRow >=+∇  (7) 

 
0}migrmi{grRow <=−∇  (8) 

 
0}migcmi{gcCol >=+∇  (9) 

 
0}migcmi{gcCol <=−∇  (10) 

 
Combining these results with corresponding 
direction of ascending or descending sets of rows 
or columns, the orientation of major moving object 
in the scene is found. For example if the maximum 
number belongs to +∇Col , it means that the 
moving object moves horizontally from left to 
right side as the column numbers are increasing. 
Diagonal movements are also classified in 
horizontal or vertical classes based on angle value 
of the path. 
     In a sequence of frames, several moving objects 
may move in different directions and even change 
their directions. Initially, there isn't any 
information about moving objects, such as their 
size, direction and velocity. In order to minimize 
the probability of presence of several moving 
components in frames, it is necessary to limit the 
number of frames. On the other hand, it is 
important that the object moves along its covered 
area among these frames. A special analysis on 
effective parameters (velocity and size) is 
performed. 
     According to the experiments, a normal 
walking person's speed is about 3 Km/H (83 
Cm/S) and for a slow walking person, it's about 
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0.7 Km/H (20 Cm/S). The mean width of a 
normal size person is about 50 Cm. Therefore, it 
takes about 2.5 Seconds for such person to cover 
the width slowly. Similar calculations have been 
done for a slow car with the normal width of 2 
meters at the speed of 10 Km/H (2.7 m/S). It 
takes 0.72 Seconds to cover its width. To 
compromise our experiments and extreme 
circumstances, the required frames for a slow 
object at the speed of 3 Km/H and about 4 meters 
width is considered. According to the mentioned 
considerations, it takes 5 seconds for such a slow 
object to move along its covered area. Assuming to 
have 5 frames per Second, every 25 frames is 
orientated separately. Surely, these frames are also 
sufficient for objects at higher speed or smaller 
size, to move along their covered area. To increase 
the probability to have more background gray 
values than foreground, one or more groups of 25 
frames are selected according to direction, velocity 
and frame dimension for background modeling. 
This will improve the statistical estimation of 
pixels gray values. More detailed explanations will 
be given in Section 2.1.2 and 2.1.3. 
 
2.1.2. Velocity of moving objects   We have 
explained that in our algorithm, velocity of moving 
objects plays a significant role. Many numbers of 
frames are required so that a slow moving object 
leaves its initial position while fewer numbers are 
needed for faster ones. 
     To distinguish the velocity of an object moving 
in a particular direction, we have used absolute 
values of corresponding gradients of rows and 
columns. This is based on this fact that there are 
bigger changes in gradient values of faster objects 
than slower ones. 
     In previous section we have used a number of 
positive and negative values, for gradient sets of 
rows and columns, to find the direction of moving 
object. The densest sign refers to the direction of 
the major moving object in the sequence. Whereas 
the absolute values corresponding to this sign 
offers the instantaneous velocity associated with 
moving object per frame. The average values of 
these velocities are the mean velocity of moving 
object in its directional path. 
     For example if the densest sign among the sets 
in (7-10), belongs to +∇Col , their velocity set and 
mean value are as follows: 

}pkgc...,p2gc,p1gc{V =  (11) 

 

∑
=

=
k

1i
pigc

k
1

mV  (12) 

 

Where k is the number of positive signs in +∇Col . 
     As mentioned before, we have divided the 
initial stream into groups of 25 frames, to 
distinguish the direction of moving objects. To find 
the mean velocity of moving objects in total stream 
(vt), we have calculated the average mean 
velocities of all groups. This will help us determine 
the proper number of frames for estimating the 
intensity of each pixel. A special criterion is used 
for number of these groups. Logically, we should 
consider the maximum required length for initial 
stream. Since slower objects leave the area they 
have covered in more frames, the limiting factor of 
maximum length (Lmax), is defined based upon 
movement characteristics of normally the slowest 
objects and also the dimension of our frames. 
Therefore, number of initial groups with the length 
of 25 is allocated according to the following 
formula: 
 

25
maxL

gN =  (13) 

 

∑
=

=
gN

1i
miv

gN
1

tv  (14) 

 
Where Ng is the number of these groups oriented in 
initial stage separately and vmi is the mean velocity 
of ith group. 
 
2.1.3. Forming appropriate sequence of frames 
Considering the average velocity and directions, 
obtained for Ng number of initial groups, we are 
able to estimate an appropriate length for the 
desired set of frames to perform successful 
background modeling. 
     In this work, the width (column numbers) and 
length (row numbers) of each frame are 240 and 
320 respectively. Consider an object, moving 
horizontally at an average velocity of Vt columns 
per frame. It will pass all the columns in 
approximately [320/Vt] unidirectional consecutive 
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(a) 

 

 
(b) 

 
Figure 4. (a) Variations of pixel intensities in initial stream (b) 
variations of intensities in modified set. 

frames as well as [240/Vt] frames in vertical 
movements. Since it is essential to have enough 
number of frames, and considering various size 
and distance of different moving objects and also 
the fact that they may not move uniformly, this 
number have been doubled to increase the 
accuracy. 
 

vertical)
tV

240round(2SL

horizental)
tV

230round(2SL

→×=

→×=

 (15) 

 
Where LS is the length of the modified set of 
frames. At this stage, this value is used in 
preparing sufficient subsets of 25 frames with a 
particular direction. As Ng groups of initial stream 
have been oriented in primary stage. Maximum 
number of consecutive unidirectional groups is 
found and according to the estimated length for the 
modified set (LS) a sequence of NS subsets will be 
selected among them: 
 

)
25
SL

round(SN =  (16) 

 
These unidirectional Consecutive subsets are 
merged together as a set which can be used to 
estimate pixel intensities statistically and its length 
is the multiple of 25. This sequence of frames 
includes objects moving in a certain direction and 
its length according to velocity observations, 
assures sufficient background gray values as 
compared to foreground for each pixel. In Figure 4 
the intensity variations of a pixel in an initial 
stream and modified set have been shown. It points 
out better homogeneity of intensity values in the 
second sequence, which efficiently offers 
successful estimation of background gray level. 
Figure 5 shows flowchart of the whole algorithm 
including orientation and velocity extraction to 
estimate the length of modified set. 
 
2.2. The Proposed Approach   As discussed in 
previous section, by using movement information, 
modified sequence of frames are provided, in order 
to increase the probability of viewing background 
intensities in most frames. However, smooth 
changes of illumination in a scene affects 

background gray values and therefore, 
background may change continuously and no 
certain gray value may have the highest density to 
be assigned to a pixel which could be clearly 
understood in Figure 4b. Under this circumstance, 
we should make a compromise between these 
changing gray values of background to 
approximate pixel intensity. 
     According to the type of sequence we use, there 
is higher probability to have limited number of 
moving object gray values in this set with respect 
to the ones in the background. Consider such a 
modified observation set for one pixel. The 
distance of background members to each other is 
lower than foreground values because of their 
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Figure 5. Flowchart representing extraction the direction and velocity of moving 
objects to estimate the length of modified sequence of frames. 

smooth changes. However they have higher density. 
Therefore, if we calculate the distance between 
members and then, the sum of these distances, 
higher values will be referred to foreground 
members in comparison with background. We have 
used this feature to model background. In Figure 6, 
we have shown the modified set of the pixel 
displayed in Figure 4b again. It is clear that the sum 
of minimum values in 6c refers to majority of gray 
levels in 6a which have higher densities in 6b. At 
this stage, different procedures of background 
modeling algorithm will be described. The flow 
chart of this algorithm is shown in Figure 7. 
     At first, the past history of each pixel is 
considered through modified frames: 
 

}
SL,...g2g,1{gP =  (17) 

 
Where LS is the length of modified set (calculated 
in Section 2.1.3) and gi is the gray level of the 

pixel in ith frame and may be equal to or different 
from other samples. These samples are rearranged 
as values of Xi in an ascending order and not 
repeating order in the set P΄ so that the smallest one 
is X1 and the largest one is Xm. The corresponding 
density of each value is also presented in the set D: 
 

}m,...X2X,1{X'P =  (18) 
 

}m,...d2d,1{dD =  (19) 
 
At this stage, the distance of each gray level from 
others in the set P΄ is computed and sum of these 
distances is arranged in the set S: 
 

}m,...S2S,1{SS =  (20) 
 

∑
≠=

−=
m

ij1,j
)jXi(XiS  (21) 
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(a) 

 

 
(b) 

 

 
(c) 

 
Figure 6. (a) Variation of pixel intensity in modified set (b) 
variation of density with respect to gray levels (c) variation of 
sum of distances with respect to gray levels. 

 

The maximum and minimum values of S are 
calculated which refer to foreground and 
background respectively as demonstrated in 
Figure 6c. Then those members of S, nearer to its 
minimum member Smi than maximum Member Smx 
are collected in Se, also their corresponding gray 
levels and densities in the sets X and D are shown 
in Xe and De as follows. These are referred to 
background gray values with smooth changes to 
each other. 
 

}t,...Se2Se,1{SeSe =  (22) 
 

}misismxsisi{siSe −>−=  (23) 

 
}t,...Xe2Xe,1{XeXe =  (24) 

 
}t,...de2de,1{deDe =  (25) 

 
Where t is the number of members of S satisfy 
(23). We will proceed with these two recent sets to 
estimate the gray value of the pixel. Those values 
of Xe associated with higher densities are surely 
the best choices in this homogeneous set. Though 
among members of Xe, those corresponding to the 
maximum value in De are found and their mean 
value is assigned to the pixel in background image. 
 

}mx,...um2u,m1{uMU =  (26) 
 

)eMax(Dmxd...m2dm1d ====  (27) 
 

∑
=

×=
x

1i
miu

x
1

fgr  (28) 

 
Where the set of members of Xe with maximum 
density is shown by UM, the density of umi in De is 
shown by dmi and the final intensity estimated for 
the pixel is shown by grf. 
     Although the whole background can be 
modeled with the described algorithm, performing 
these calculations for all pixels, especially in (21) 
and (23) is time consuming. As a solution, the 
primitive density of gray values in the set D can be 
used to estimate the intensity of some pixels 
directly. If it is possible to find dominant densities 
among members of D, the mean value of their 
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Figure 7. Flowchart representing background modeling algorithm. 

corresponding gray levels can be assigned to the 
pixel. Because, according to the characteristic of 
our modified set of frames, repetition of one or 
more gray level(s) of a pixel dominantly, 
represents smooth environmental changes in the 
view of that pixel which refers to background than 
foreground like the one shown in Figure 2b. We 
have experimentally defined a threshold value 
based on the maximum time that a change takes 
place which is a coefficient of the length of 
modified set (LS). Therefore estimating the 
intensity of the pixel is simplified as follows: 
 

}mn,...ym2y,m1{yMY =  (29) 

MAX(D)mnd...m2dm1d ====  (30) 
 

SLthMAX(D) ×≥  (31) 
 

∑
=

×=
n

1i
miy

n
1

fgr  (32) 

 
Where YM is the set of gray values corresponding 
to dominant densities with the length n, dmi is the 
density of ymi and th is the defined threshold. The 
algorithm will be done faster, as the rate of 
calculations is reduced for those pixels that satisfy 
(31). 
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     Initial background is updated after a detection 
period for changed regions of the last frame in 
similar way. 
     The whole background is also updated during 
distinct intervals and through the most recent 
sequence of frames with the length defined before. 
 
 
 

3. EXPERIMENTAL RESULTS 
 
In this section we present experiments in which the 
proposed algorithm is used to model background 
and detect moving objects. This work has been 
tested for moving objects in different sizes and 
speeds. In order to demonstrate the potential of our 
algorithm to handle with some challenging 
problems, we will show the results of our 
experiments in different highly textured 
backgrounds, involving environmental changes, or 
high foreground traffic and also different 
velocities. To evaluate the efficiency of foreground 
detection an error rate is defined as false detection 
rate (FD): 
 

∑
=

=
n

1i pixelswholetheofnumber
pixelsdetectedfalslyofnumber

n
1FD  (33) 

 
Where n is the number of frames. We have 
achieved a rate of 5 frames per second with the 
size of 240 × 320 pixel for our experiments. 
     At first we have chosen a dynamic scene with 
moving objects at high speed. It is performed 
inside a park toward a street where cars are moving 
fast in two different directions. Movement of 
branches and bushes changes the background view 
continuously. Figure 8b and 8a illustrate the results 
of background modeling and moving object 
detection respectively. Figure 8c is the updated 
background and extracted information is listed in 
Table 1. According to the listed information, the 
algorithm has oriented 12 subsets of 25 frames. In 
subsets number (1-6), 9 and 12, cars were moving 
horizontally from right to left side as well as 
moving in the opposite direction in the remaining 
subsets from left to right. No vertical movement 
was reported as actually there was no object in the 
scene moving vertically. The mean velocity is 
estimated as 18.32 columns per frame and 

according to this velocity only on subset with 25 
frames has been used in background modeling. The 
FD factor is reported as 5.21 percent. 
     The second experiment is done in a far away 
scene of a road in windy condition. The cars seemed 
smaller than the first experiment. In Figure 9b, we 
have shown the modeled background and in 9a the 
results is presented. Figure 9c is the updated 
background. The experimental results are listed in 
Table 2. The subset numbers, in which cars were 
moving horizontally from right to left or left to 
right, are shown in Table 2. According to the mean 
velocity of 16.43 column per frame, totally 2 
unidirectional subsets with 50 frames were used to 
model background. The percentage of error is 6.38. 
It is more than the first experiment as the wind 
causes more dynamic changes in the scene. 
     The third experiment is done in the view of a 
building where a person was walking around. 
Figure 10b, shows the modeled background and in 
10a the detection results is displayed. Figure 10c is 
the updated model of the background. The results 
of orientation, velocity and other information are 
listed in Table 3. We expect that the algorithm 
distinguishes lower velocity than previous 
experiments. It is truly estimated as 12.17 columns 
per frame. The error rate in this experiment has 
decreased because there is lower environmental 
change in the scene. Our final experiment presents 
the view of a window. In a narrow part of the 
scene, walking people in a crowded street could be 
seen. The most significant change is the 
illumination and it happens when the stores turn on 
their lights. Figure 11b and 11a illustrate the 
results of background modeling and moving object 
detection respectively. Figure 11c is the updated 
background. The results of experiment are listed in 
Table 4. The mean velocity of people in crowded 
street has been estimated lower than other 
experiments and 3 unidirectional subsets with 75 
frames are used in background modeling. The error 
rate has increased due to artificial light changes. 
     The diagram of the length of modified sets with 
respect to extracted velocities has been displayed 
in Figure 12. This diagram shows that in lower 
velocities, more frames are used for background 
modeling. This demonstrates the fact that slower 
objects move along their covered area in more 
frames. 
     In order to compare the effect of different 
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(b)                                                                  (c) 
 

Figure 8. (a) The top row displays frames in which cars are moving in the street and the second row is the detection results using 
background model (b) the modeled background (c) the updated background. 

 
 
 

TABLE 1. Extracted Movement Information in First Experiment. 
 

Orientation: Subset Number Mean Velocity 

Horizontal from right to left (1-6), 9, 12 18.3226 (Column/f) 
Length of modified set (LS) 

Horizontal from left to right  (7,8), (10,11) 
25 (frames) 

Vertical from up to down - % FD 
Vertical from down to up - 5.21 

Orientation: Subset number Mean velocity 

Horizontal from right to left (1-6),9,12 18.3226 (Column/f) 
Length of modified set (LS) 

Horizontal from left to right  (7,8), (10,11) 
25 (frames) 

Vertical from up to down - % FD 
Vertical from down to up - 5.21 
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(b)                                                                     (c) 
 

Figure 9. (a) The top row displays frames in which cars are moving in a far away road and the second row is the 
detection results using background model (b) the modeled background (c) the updated background. 

 
 
 

TABLE 2. Extracted Movement Information in Second Experiment. 
 

Orientation: Subset Number Mean Velocity 

Horizontal from right to left (3,4), (7,8), 12 16.4342 (Column/f) 
Length of modified set (LS) 

Horizontal from left to right  (1,2), (5,6), (9,10,11) 
50 (frames) 

Vertical from up to down - % FD 
Vertical from down to up - 6.38 

 

environmental factors that increase the error rate in 
our algorithm, it is necessary to have similar 
conditions of velocity and size for Moving objects 

in the scene. Typically, three experiments were 
done, in which cars were moving close to each 
other. These experiments were repeated three times 
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(b)                                                                  (c) 
 

Figure 10. (a) The top row displays frames in which a person is walking and the second row is the detection results using 
background model (b) the modeled background (c) the updated background. 

 
 
 

TABLE 3. Extracted Movement Information in the Third Experiment. 
 

Orientation: Subset Number Mean Velocity 

Horizontal from right to left (7,8,9,10) 12.1784 (Column/f) 
Length of modified set (LS) 

Horizontal from left to right  (1,2), (5,6), (11,12) 
50 (frames) 

Vertical from up to down - % FD 
Vertical from down to up (3,4) 3.78 

 

and in three different conditions; in Normal 
smooth changes of day light, artificial lights and in 
dark and windy condition. 

     Figure 13 displays the views of the scenes in 
three experiments and Figure 14 shows the 
various percentage of FD in a descending order with 
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(b)                                                                  (c) 
 
Figure 11. (a) The top row displays frames in which people are walking in a street and the second row is the detection results using 

background model (b) the modeled background (c) the updated background. 
 
 
 

TABLE 4. Extracted Movement Information in the Fourth Experiment. 
 

Orientation: Subset Number Mean Velocity 

Horizontal from right to left 2, (7,8) 

Horizontal from left to right  1, (3,4,5,6), (9,10,11,12) 
8.5234 (Column/f) 

Length of modified set (LS) 
Vertical from up to down - 

75 (frames) 
% FD Vertical from down to up - 
10.54 

 

respect to the most effective agents of error in each 
experiment. It can be understood from this diagram 

that windy condition and artificial light can cause 
more error than the normal illumination changes. 
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Figure 12. Length of modified sets in comparison with 
velocities in 4 experiments. 
 
 
 
 

 
           (a)                       (b)                        (c) 
 
Figure 13. (a) Windy situation (b) artificial light in dark (c)
normal smooth changes in illumination. 
 
 
 

 
Figure 14. The percentage of error rate in 3 different 
conditions. 
 

     In comparison with other background modeling 
methods, this work is independent of any statistical 
distribution. Therefore there is no need to 
estimate and update any parameter of distribution 
that reduces their estimation error in different 
stages of algorithm. Also, unlike some 
nonparametric methods, there isn’t any need to 
observe the initial background in a learning stage. 
 
 
 

4. CONCLUSIONS 
 
Anew statistical method is presented for 
background modeling while objects are frequently 
moving in the scene. This method is based on 
detection of changing pixel's gray level values in a 
modified sequence of frames. Modification of 
initial Sequence is performed by extracting the 
direction and velocity of moving objects. There is 
also an updating stage to handle changes in the 
scene. In comparison with other statistical 
methods, our algorithm is less complicated and 
independent of statistical distributions and their 
parameters. The results show successful detection 
of moving objects. 
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