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Abstract

Background: Unwanted pregnancy is the kind of pregnancy which is undesirable for at least one of the parents, and is accompanied
by unfavorable consequences for the family and society.
Objectives: In this study, three classification models have been used to predict the occurrence of unwanted pregnancies in the
urban population in Khorramabad, Iran, and the performance of these models was compared.
Methods: In this cross-sectional study, 467 multiparous mothers referred to the health centers of Khorramabad in 2012 were selected
using a combination of cluster and stratified sampling, and the relevant variables were measured. The logistic regression, decision
tree, and a neural network were implemented using SPSS version 21 and MATLAB version R2013a. To compare these models, the
indices of sensitivity and specificity, the area under the ROC curve, and the correct percentage of the predictions were used.
Results: Overall, the prevalence of unwanted pregnancies was 32.3%. The performance of the models based on the area under the
ROC curve as the indicator was as follows: artificial neural networks (0.741), decision tree (0.731), and logistic regression (0.712).
The highest sensitivity level belonged to the decision tree (73.5%), and the highest specificity level belonged to the artificial neural
network (62.3%).
Conclusions: Given the high prevalence of unwanted pregnancies in Khorramabad, Iran, it is necessary to revise and improve the
family planning projects. In selecting the best classification method, if the researcher is interested in the better interpretability of
the results, the use of the decision tree and logistic regression is recommended; however, if the researcher is interested in a higher
prediction power of the model, the neural network is recommended.
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1. Background

Unwanted or unplanned pregnancy is a kind of preg-
nancy which is undesirable to at least one of the parents
(1, 2). Every year, about 200 million pregnancies occur
worldwide, among which one-third (75 million cases) are
unwanted pregnancies. Moreover, about 50 million un-
wanted pregnancies end in abortion every year, among
which 20 million cases of abortion happen under unsafe
conditions (3-5). Based on previous studies, the prevalence
of unwanted pregnancies in the USA, Japan, and Tanzania is
48%, 46.2%, and 23.7%, respectively (6-8). Studies conducted
in Iran have also indicated that, despite the easy availabil-
ity of contraceptives, 400 thousand to 500 thousand un-
wanted pregnancies occur every year, among which 19%
(80,000 cases) end in abortion annually (9-11). According
to the statistics provided by the Iranian Ministry of Health,

one pregnancy in every four pregnancies is unwanted (5,
12). Furthermore, in a systematic review conducted in Iran,
the prevalence of unwanted pregnancies was about 29.7%,
while another review put this figure at 30.6% (1, 2).

The most important reasons for unwanted pregnancy
are the failure to use contraceptives, despite the lack of de-
sire to become pregnant, and the improper use of contra-
ceptives and their failure as a result (4, 9, 10, 12). In fact, so-
cial sanctions, the inequality of men and women in terms
of social rights, disagreement among spouses, unavailabil-
ity of modern contraceptives, inadequate planning, the in-
efficacy of counselling, and lack of adequate skills among
healthcare employees are among the factors that make the
recommended methods incompatible with the conditions
of the people involved. This leads to the failure to use these
contraceptive methods or the failure of the methods them-
selves (4).
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It is evident that unwanted pregnancies per se are ac-
companied by undesirable consequences for the mother,
baby, parents, and society, the most common of which in-
cludes illegal and unsafe attempts at abortion, which is
one of the main reasons for mortality and disability among
mothers. Additionally, due to the unpleasant emotions
and feelings that the mother experiences during preg-
nancy, she faces increased stress and nervous strain and
her referrals to healthcare providers are reduced consid-
erably, which can lead to depression, suicide, and a reduc-
tion in the quality of life of the mother (3, 10, 13). Moreover,
the most important effects of the unwanted pregnancy on
the baby include the birth of preterm and underweight in-
fants, anorexia, hyperactivity, harassment, and receiving
inadequate attention from the parents, as well as increased
infant mortality rates (3, 5, 12, 14).

Given the importance of this issue, and knowing that
the occurrence of unwanted pregnancies in each society is
affected by various individual and social factors, it is nec-
essary that the determining factors in each society be stud-
ied comprehensively. Using methods known as classifica-
tion models provides the opportunity to classify and pre-
dict the risk of unwanted pregnancies among these peo-
ple, based on a set of variables related to the couples. The
most common classification models used in such cases in-
clude: logistic regression, a decision tree, and the artifi-
cial neural network. The last two methods are considered
to be among the non-parametric methods of data mining,
and these methods differ from each other in terms of the
classification accuracy, interpretability of the results, cal-
culation time, and availability of statistical software ap-
plications, irrespective of the differences in the estima-
tion methods and calculation algorithms as mentioned in
many studies (15-17).

A review of the studies conducted on unwanted preg-
nancies shows that, in most cases, only the prevalence of
this phenomenon is studied, and at most the relationship
between an independent variable with the occurrence of
unwanted pregnancies has been studied using t-tests and
chi square tests (3, 5, 10, 12, 13, 18-24). In a limited number of
studies, there have been attempts to investigate the simul-
taneous effects of a group of variables on unwanted preg-
nancies using classification models. Of course, due to the
limitations related to the selection of the statistical popu-
lation, the results of these studies cannot be generalized to
other societies (3, 4, 9, 11, 25). The statistical models used in
previous studies include simple logistic regression (3, 4, 6,
8, 11, 25-27), multinomial logistic regression9,30, artificial
neural networks (25, 28, 29), and log-linear models (30). It
is necessary to mention that, despite the fact that the deci-
sion tree method has been widely used in the prediction of
medical outcomes (31-37), this technique has been used in

few studies on unwanted pregnancies.
Given the importance of unwanted pregnancies, and

knowing that up until now no comprehensive compara-
tive study has been conducted in western Iran to predict
unwanted pregnancies.

2. Objectives

The present study attempts to use three statisti-
cal models (logistic regression, decision tree, and artifi-
cial neural network) to determine the best classification
method in the prediction of unwanted pregnancies in the
urban population of Khorramabad, Iran.

3. Methods

3.1. Data

The population of this cross-sectional study included
all pregnant multiparous mothers referred to healthcare
centers in Khorramabad in 2012 to receive prenatal care. A
sample consisting of 467 pregnant women was selected us-
ing a combination of stratified and cluster random sam-
pling. To obtain the sample, first, the healthcare cen-
ters in Khorramabad were divided into three strata of the
northern part, central part, and southern part of the city.
Next, two centers (cluster heads) from the north, two from
the south, and three from the center were selected ran-
domly. Then, the mothers who were referred to the se-
lected healthcare centers to receive prenatal care were en-
tered into the sample in the order of their referral times.

The data gathering instrument used in the present
study was a self-designed data questionnaire and form
which the mothers completed in a self-reporting manner.
For illiterate or semi-literate mothers, the form was filled
out via interviews. This form included the demographic in-
formation of the mothers: name of the healthcare center,
age of the couples, age difference between the couples, par-
ity, pregnancy spacing, number of live male children, con-
traceptives used, educational level attained by the couples,
income of the household, couples’ occupations, area of
the residential unit, and possession of a vehicle. The form
also included a question about whether the pregnancy was
wanted or unwanted by (at least one of) the parents as the
main outcome being studied.

3.2. Statistical Methods

3.2.1. Logistic Regression

This is a regression model used to analyze binary re-
sponse variables, and is in fact a member of the general-
ized linear models (GLM), using the logit function as the

2 Iran Red Crescent Med J. 2016; 18(12):e26994.

Arc
hive

 of
 S

ID

www.SID.ir

http://ircmj.com/


Ebrahimzadeh F et al.

link function. The general formula for this model is as fol-
lows:

(1)P = P(yi = 1) =
eα+

∑n
i=1βixi

1 + eα+
∑n

i=1βixi

where α is the intercept of the model, xi is the ith inde-
pendent or independent variable, and βi is the coefficient
of the ith independent variable. The logistic regression can
be used to predict and estimate the coefficients and effects
of each independent variable. It can also be used for classi-
fication and recognition purposes.

3.2.2. Artificial Neural Network

This is a simulation of the human brain created by
modelling the neurons, in which each neuron works as
a processing unit. The multi-layer perceptron (MLP) neu-
ral network is one of the most widely used types of net-
works, and its structure includes several layers (input, hid-
den, and output layers). In each layer a number of activity
nodes and functions is defined. The output of each layer
is calculated using the sum of the weighted coefficients in
that layer, and is sent to the next layer via an activity func-
tion. There are various methods and algorithms for finding
the weights, but in the MLP network, the back propagation
(BP) algorithm is used. Additionally, the activity function
in the neural network models is similar to the link func-
tions in the generalized linear models. As examples of the
activity functions, the sigmoid and the hyperbolic tangent
functions can be mentioned. In a general and simple case
in an MLP with one hidden layer, the output value of the ith
unit can be calculated as follows:

(2)yi = f2
(
β +

∑p

k=1
wkf1

(
βk +

∑m

j=1
xijwkj

))
where n is the number of observations, p is the num-

ber of nodes in the hidden layer, m is the number of nodes
in the input layer (the number of independent variables),
wkj is the weight of the input xij in the kth node, wk is the
weight of the kth node, andβ andβk° are the bias values of
the output and hidden layers, respectively. In addition, f1

and f2 are the activity functions of the hidden and output
layers of the network, respectively.

3.2.3. Decision Tree

The decision tree consists of three main elements in-
cluding the root, internal node, and leaf. The normal pro-
cedure is that an independent variable is first selected as
the root, and divided into several internal nodes. Each in-
ternal node is like the root divided into other nodes, until,
finally, one level of the independent variable is attributed
to each node. These nodes are called leaves. Usually, func-
tions called impurity functions and an index called Gini

are used to select important variables from the tree classi-
fication model. First, the value of the impurity function is
calculated for the dependent variable generally based on
the impurity function and the Gini index. Next, for all of
the independent variables, considering the best binary di-
vision of the dependent variable, the value of the impurity
function is calculated in each of the created subsets, and
then their weighted averages are subtracted from the to-
tal impurity function. From among the independent vari-
ables, the variable with the highest value for this measure
is selected for tree classification in the first step. In dealing
with the quantitative independent variables, the best cut-
off point is used for the binary division, and in dealing with
the qualitative variables, each variable category is consid-
ered as a sub-branch of the classification tree. In a certain
model of the decision tree called the CART, using a method
called cost-complexity, the proper size (depth) for the tree
is determined. This method can strike a balance between
the accuracy of the decision tree and its size. Using this
method, based on the classification error and the number
of nodes, it can be determined which node of the tree must
be pruned (16, 37).

To describe and model the data, and compare the lo-
gistic regression, decision tree, and the artificial neural
network models, the software applications SPSS version 20
and MATLAB version R2008a were used. In order to select
the studied variables, the logistic regression with the for-
ward selection method was used. The significance levels
for the entry and removal of the variables were P = 0.15 and
P = 0.10, respectively. The probability values lower than
0.05 (P < 0.05) were considered as the statistical signifi-
cance level. To fit the artificial neural network, the data
were divided into two parts: network training and network
testing. The network training data consisted of about 70%
(327 observations) of the study data. Finally, the selected ar-
tificial neural network consisted of 10 input nodes, 7 mid-
dle nodes, and 2 output nodes, and the BP algorithm was
selected. To draw the decision tree, the CART classification
tree was used, and to select the important variables and
their cut-off points, the impurity function and Gini index
were used, respectively. Ultimately, to compare the mod-
els, the indices of the sensitivity and specificity, the area
under the ROC curve, and the correct percentage of the pre-
dictions were used.

4. Results

The mean (± SD) age of the 467 multiparous mothers
evaluated in this cross-sectional study was 29.7 (± 4.94)
years old, with a range of 16 to 52 years old. About 74%
(347) of the mothers were younger than 35 years old, and
29% (136) of them had a live male child. From among the
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pregnant women, 47.7% (223) had been pregnant twice,
37.1% (173) three times, and 15.2% (71) had been pregnant
four times or more. The pregnancy spacing was less than
2 years in 21.2% (99) of the cases, between 2 to 4 years in
23.8% (111) of the cases, and more than four years in 55%
(257) of the cases. About 80% (374) had an academic ed-
ucation and 74.4% (347) had an income of less than 200
USD per month. Moreover, 32% (151) of all of the pregnan-
cies were unwanted, and 92.5% (432) of the couples who
had unwanted pregnancies used contraceptives before the
pregnancies. To demonstrate the relationship between the
independent variables and unwanted pregnancy, the uni-
variate analysis was used, and the results are presented in
Table 1.

Given the results of the univariate analysis, the
mother’s educational level (P = 0.449) and income (P =
0.228) had no significant relationship with the unwanted
pregnancy rates. However, variables such as the mother’s
age, having a live male child, parity, and pregnancy spacing
had significant relationships with unwanted pregnancies,
and these variables were entered into the logistic regres-
sion, artificial neural network, and decision tree models
as independent variables.

4.1. Findings of the Logistic Regression

The results of the logistic regression are presented in
Table 2. From among the independent variables, vari-
ables such as the parity, pregnancy spacing, and having a
live male child had significant relationships with the un-
wanted pregnancies, while only the mother’s age had no
significant relationship (P = 0.102). In addition, given the
values of the odds ratio, the parity (3rd) with OR = 3.39 had
the highest impact on the occurrence of unwanted preg-
nancies. Moreover, the area under the ROC curve (AUC) for
this model was 0.712, and the correct percentage of the pre-
diction was 0.638.

4.2. Findings of the Artificial Neural Network

To make a three-layer perceptron artificial neural net-
work model, given the training data set and the indepen-
dent input variables, all of the networks based on 5 to 20
nodes in the hidden layers with a momentum of 0.80 to
0.95 and a learning rate of 0.01 to 0.40, the sigmoid and
hyperbolic tangent link functions were evaluated. After
examining all the possible models to match the structure
of a three-layered neural network, ultimately, a network
with 10 input nodes, 7 hidden nodes, 2 output nodes, and a
learning rate of 0.05, with hyperbolic tangent and sigmoid
functions, and a BP algorithm was selected as the best neu-
ral network. The area under the ROC curve was 0.741 and
the correct percentage of the prediction was 0.650.

4.3. Findings of the Decision Tree

Given the impurity function and the Gini index, par-
ity was selected as the input variable (the most important
predictor variable), and a CART decision tree with a depth
of 4 was obtained, which can be seen in Figure 1. The area
under the ROC curve in this model was 0.731 and the cor-
rect percentage of the prediction was 0.648. According
to this tree, the variable of the pregnancy spacing among
those mothers who have had two pregnancies and those
having a live male child among the mothers having had
more than two pregnancies were highly important. Addi-
tionally, the mother’s age was of considerable importance
in those mothers with more than two pregnancies and a
live male child.

Finally, to compare the three methods, the values of
the indices of sensitivity and specificity, the area under the
ROC curve, and the correct percentage of the prediction
were used, and the results are shown in Table 3. Based on
the criteria, the artificial neural network and the decision
tree were, in general, better and more able to classify and
predict unwanted pregnancies.

5. Discussion

The present study attempted to predict unwanted
pregnancies in Khorramabad, Iran, based on variables
such as the mother’s age, parity, pregnancy spacing, and
having a live male child using logistic regression, the de-
cision tree, and an artificial neural network. Based on the
area under the ROC curve, the best methods in order of su-
periority were the artificial neural network, decision tree,
and logistic regression.

The reason for the superiority of the artificial neural
network in predicting wanted and unwanted pregnancies
must be found in the nature of the learning process, be-
cause in this process, all of the complex nonlinear relation-
ships and the interactions between the independent vari-
ables are learned; therefore, the predictive power of this
model will be considerably high40. However, if the proper
architecture is not selected for the neural networks, and es-
pecially if a large number of hidden layers and nodes are
selected, the network may learn the random errors in the
learned data (overlearning) and, consequently, despite the
high accuracy of the neural networks, this method may
perform poorly in the prediction of the tested data. The
most important weaknesses of the artificial neural net-
work as a black box method are the uninterpretability of
the weights, complexity of the method, calculation algo-
rithms, and calculation time; therefore, for its proper im-
plementation, it is necessary to use statistical applications
related to data mining (15-17, 38).

4 Iran Red Crescent Med J. 2016; 18(12):e26994.
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Table 1. Frequency Distribution of the Total and Unwanted Pregnancies Among Multiparous Mothers Referred to the Healthcare Centers of Khorramabad in 2012

Variable Total Pregnancy, No. (%) Unwanted Pregnancy, No. (%) P Value

Mother’s age (years) < 0.001

< 35 384 (82.2) 112 (74.2)

≤ 35 83 (17.8) 39 (25.8)

Having live male child < 0.001

Yes 195 (41.8) 107 (70.9)

No 272 (58.2) 44 (29.1)

Parity < 0.001

2 314 (67.2) 72 (47.7)

3 107 (22.9) 56 (37.1)

≤ 4 46 (9.9) 23 (15.2)

Pregnancy spacing (years) < 0.001

< 2 62 (13.3) 32 (21.2)

2 - 4 104 (22.3) 36 (23.8)

≤ 4 301 (64.5) 83 (55.0)

Mother’s educational level 0.449

Academic 70 (15.0) 19 (12.8)

Non-academic 397 (85.0) 132 (87.2)

Income (USD) 0.228

< 200 329 (70.4) 104 (68.9)

≤ 200 138(29.6) 47(31.1)

The decision tree, as a nonparametric method and a
powerful instrument in data mining, has shown high ac-
curacy in the prediction of unwanted pregnancies as well.
The results of the simulation studies showed that when the
data are highly stretched and skewed, or when a large per-
centage of the variables are qualitative (as in the present
research), the decision tree is a good technique for data
mining18. The most important advantage of this method
is its considerable interpretability due to its tree structure;
therefore, when one is more interested in the interpretabil-
ity of the results rather than the high prediction accuracy,
this is one of the best options (19,34-39). However, one of
the problems of the decision tree is that it decides based
on just one variable in each stage of the algorithm and does
the division process (37).

The most important advantage of the logistic regres-
sion method is that it, as a model-based method, is capa-
ble of testing and comparing the impact of each of the in-
dependent variables on the occurrence of unwanted preg-
nancies. As a result, it offers desirable interpretability via a
model which is presented in the format of a closed form.
For instance, in the present study, it can be stated that a

pregnancy spacing of less than two years, having three or
more pregnancies, and having a live male child increase
the odds ratio of unwanted pregnancies (15-17, 38). Despite
the mentioned advantages, the logistic regression model
is intensely affected by high correlations between the inde-
pendent variables and the presence of nonlinear relation-
ships (17).

In a study by Mohammadpourasl et al. (2004) on 1,576
women in the city of Tabriz, Iran, the prevalence of un-
wanted pregnancies was determined to be 26.7%. Using
logistic regression, the factors affecting unwanted preg-
nancies were reported to be the high mother’s age and
the number of live children3. Of course, in the present
study, the mother’s age was not a significant variable in
the logistic regression model, which could be due to the
fact that only multiparous mothers were included in this
study. This, in turn, limited the age range of the moth-
ers. Still, the results obtained by the decision tree indi-
cated the importance of the mother’s age in predicting un-
wanted pregnancies, especially among mothers with three
or more pregnancies and a live male child.

In a study by Pourtaheri et al. (2007) on the women of
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Table 2. The effects of the independent variables on unwanted pregnancy among multiparous mothers referred to the healthcare centers of Khorramabad in 2012

Variable OR 95% CI P Value

Lower Upper

Mother’s age (y) 0.102

< 35 Ref - - -

≥ 35 1.601 0.910 2.817 0.102

Having live male child 0.010

No Ref - - -

Yes 1.791 1.148 2.794 0.010

Parity < 0.001

2 Ref - - -

3 3.392 2.042 5.635 < 0.001

≥ 4 2.809 1.403 5.626 0.004

Pregnancy Spacing (y) < 0.001

< 2 Ref - - -

2 - 4 0.460 0.233 0.909 0.026

≥ 4 0.257 0.140 0.473 < 0.001

Table 3. The values of the sensitivity, specificity, area under the ROC curve, and the correct percentage of the predictions for comparing the logistic regression, decision tree,
and neural network among the multiparous mothers referred to the healthcare centers of Khorramabad in 2012

Method AUCa Sensitivity (%) Specificity (%) Correct Percentage (%)

Logistic regression 0.712 70.2 60.1 63.8

Decision tree 0.731 73.5 60.8 64.8

Neural networks 0.741 70.9 62.3 65.0

aarea under the curve.

Shahrood, Iran, the prevalence of unwanted pregnancies
was 31%. Using logistic regression, the higher number of
living children was offered as the risk factor in unwanted
pregnancies, while in the present study, the number of
live male children was one of the independent variables4.
Moreover, a study by Amani et al. on 328 women in Arde-
bil, Iran, reported the prevalence of unwanted pregnancies
as 60.7%. Using logistic regression, unwanted pregnancy
showed a significant relationship with the parity, but not
with the high mother’s age, which matches the results
obtained by the logistic regression model in the present
study. However, in the present study, a high mother’s age
was significant in the decision tree model. This issue could
be attributed to the different nature of the decision tree
in this study. That is, the impact of the age was only con-
firmed in mothers with three or more pregnancies and a
live male live child, but not in all mothers (11).

A study by Vakili et al. (2011) on women living in Yazd
showed that the prevalence of unwanted pregnancies was

24.5%, and based on the logistic regression model, the num-
ber of live children had a greater impact on unwanted
pregnancies (26). The present study obtained similar re-
sults for the number of live male children based on the
logistic regression and the decision tree models. Goto et
al. (2002) conducted a study on Japanese women, and
suggested that 46.2% of them had unwanted pregnancies.
Logistic regression showed that higher parity and more
live children had significant relationships with unwanted
pregnancies (6). This result corresponds with the findings
of the present study, although the prevalence of unwanted
pregnancies was higher among Japanese women.

In a study by Calvert et al. (2013) on Tanzanian women
using logistic regression, the relationship between a high
mother’s age and unwanted pregnancies was found to be
significant, which does not match the results obtained
from the logistic regression in the present study (8). The
reason for this difference could be the different combi-
nation of independent variables in the present study, as
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Figure 1. The decision tree of the unwanted pregnancies among multiparous mothers referred to the healthcare centers of Khorramabad in 2012.

well as the inclusion of only multiparous mothers in this
study. However, the results of the above-mentioned study

match the results obtained using the decision tree in the
present study, which showed a relationship between a high
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mother’s age and unwanted pregnancies.
Sadat-Hashemi et al. conducted a study in 2003 on

women living in Tehran, using logistic regression, pro-
bit, linear discriminant analysis, and artificial neural net-
works, and the impact of factors such as the mother’s age
and the number of live female/male children on unwanted
pregnancies was determined. In the end, it was reported
that the artificial neural network, especially the three-layer
perceptron, was the best model, and discriminant analy-
sis was the worst (25). In the present study, the predictive
power of the artificial neural network was higher than the
other methods, and that of discriminant analysis was the
lowest.

In another study by Sadat-Hashemi et al. (2005) on
women living in Tehran, the prevalence of unwanted preg-
nancies was determined to be 31.1%. Using artificial neural
networks and multinomial logistic regression, and taking
into account the mother’s age, number of live children, ed-
ucational level of the couples, initial awareness of family
planning methods, and the type of the contraceptive used
before pregnancy, the predictive power of the two meth-
ods was compared. The artificial neural network was rec-
ommended as the better method. Moreover, regardless of
the different nature of the variables (different categoriza-
tion type), the superiority of the artificial neural network
matches the findings of the present study (28).

Khalaj-Abadi-Farahani et al. (1996) conducted a study
on 4,141 women living in Tehran, and the prevalence of un-
wanted pregnancies was reported as 31.1%. Using multino-
mial logistic regression, the variables of the high mother’s
age and number of live male children were found to af-
fect the unwanted pregnancies (9). The results of this
study match the results obtained by the decision tree in the
present study, but differ from the results by logistic regres-
sion. This apparent contradiction could be due to the dif-
ferent categorization of the dependent variable in the two
studies.

In a study by Faghihzadeh et al. (2003) on women
living in Tehran, the prevalence of unwanted pregnan-
cies was 38.2%, and using log-linear models, significant re-
lationships were reported between a high mother’s age
and low pregnancy spacing with unwanted pregnancies32.
This finding corresponds with the results of the logistic re-
gression model used in the present study about the impact
of low pregnancy spacing, but does not correspond with
the high mother’s age, which can be explained by the dif-
ferences in the selected samples in the two studies.

The prevalence of unwanted pregnancies was reported
to be 48% in a study by Finer and Zolna (2011) on women liv-
ing in the USA. Due to the large sample size, no tests or mod-
els were implemented on the data. In this study, the un-
wanted pregnancies were higher among women younger

than 25 years old and those having a higher parity (7).
The relationship between a lower mother’s age and the
higher prevalence of unwanted pregnancies contradicts
the results of the present study, which can be attributed
to cultural differences between American mothers and the
mothers in this study.

Given the high prevalence of unwanted pregnancies
among multiparous mother in Khorramabad, Iran, it is
necessary to conduct further studies, revise family plan-
ning programs, and educate women who are at risk. It is
recommended that the educational content be focused on
selecting the ideal number of children and their genders
based on the views of the couples, selecting adequate and
proper pregnancy spacing, and the appropriate pregnancy
age for the mothers. Given the role of different statistical
models in determining the risk factors of unwanted preg-
nancies, and the difference between multiparous and nul-
liparous mothers, it is suggested that a separate study com-
paratively investigate the roles of the various risk factors
among the women of the two mentioned groups.

Statistically speaking, it is suggested that the vari-
ous classification techniques be compared in a simulation
study based on criteria such as the type and number of in-
dependent variables, their distribution, samples size, and
the type of architecture of the artificial neural network (in-
cluding the number of layers, nodes, and type of activity
function).
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