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ABSTRACT. The proposed IAFC neural networks have both stability and plasticity because they 
use a control structure similar to that of the ART-1(Adaptive Resonance Theory) neural network. 
The unsupervised IAFC neural network is the unsupervised neural network which uses the fuzzy 
leaky learning rule. This fuzzy leaky learning rule controls the updating amounts by fuzzy 
membership values. The supervised IAFC neural networks are the supervised neural networks 
which use the fuzzified versions of Learning Vector Quantization (LVQ). In this paper,            
several important adaptive learning algorithms are compared from the viewpoint of structure and 
learning rule. The performances of several adaptive learning algorithms are compared using  
Iris data set. 

 
 

1. Introduction 
 

A neural network is a network of interconnected neurons. These neurons are 
connected via weights which are adapted during learning to improve performance. 
Neural networks are powerful tools for processing numerical data because of their 
computational capability. On the other hand, fuzzy logic represents uncertainty which we 
encounter in human thought.  

Self-organizing neural networks adjust their internal weights to find inherent 
structures in a data set. Among self-organizing neural networks, the Kohonen Self-
Organizing Feature Map [10] and the ART-1 neural network [3] have been used 
frequently. The Kohonen Self-Organizing Feature Map needs to initialize weights using 
small random numbers. However it can cause underutilization problems depending on 
the structure of a data set. The ART-1 neural network has an emphasis on resolving the 
stability-plasticity dilemma. This neural network is plastic to learn new input patterns but 
stable enough to maintain previous learning. Also, it can prevent outliers from 
deteriorating weights due to its use of the vigilance parameter. It does not have the 
underutilization problem but it is sensitive to noise.  

Fuzzy logic was introduced by Zadeh [17]. Fuzzy logic represents uncertainty which 
we encounter in human thoughts. Bezdek fuzzified the c-mean algorithm by using the 
fuzzy membership value [2]. This Fuzzy c-Means algorithm is based on minimization of 
the fuzzified objective function. It may converge to a local minimum and has the 
initialization problem: different initial conditions can yield different results. However it 
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is less sensitive than the Kohonen Self-Organizing Feature Map because it uses parallel 
learning which requires large amount of memory because it needs to store the fuzzy 
membership values of the input patterns in the clusters. There are several variations of 
the Fuzzy c-Means algorithm. 

 A lot of interest has been shown in interfacing between fuzzy logic and neural 
network. Huntsberger and Ajjimarangsee incorporated fuzzy logic into the Kohonen 
Self-Organizing Feature Map by using fuzzy membership values instead of a              
learning rate [7]. This algorithm is forced to terminate by just reducing the size of the 
neighborhood to zero, but such a modification does not guarantee those weights to 
converge. Bezdek et al. fuzzified the Kohonen Clustering Network by integrating              
the Fuzzy c-Means model into the learning rule of the Kohonen Clustering Network [1]. 
Carpenter et al. fuzzified the ART-1 neural network [4]. In this fuzzy neural network,  
the input pattern should be normalized to the range [0,1]. Such a normalization            
can  yield poor performance in real application. This fuzzy neural network uses a  
fuzzy min-max operator in the learning rule. Simpson also fuzzified the ART-1 neural 
network [16].  

 The IAFC neural networks are the fuzzy neural networks which have both the 
stability and the plasticity of the ART-1 neural network because the IAFC neural 
networks use the control structure which is similar to that of the ART-1 neural network 
[8]. They are stable enough to preserve significant past learning but plastic enough to 
incorporate new input pattern whenever it might appear. They control the number of 
clusters and the size of clusters by the vigilance parameter. However the meaning of the 
vigilance parameter of the IAFC neural networks is different from that of the ART-1 
neural network because they use a reinterpretation of the vigilance parameter in the 
Euclidean domain. In the IAFC neural networks, the vigilance parameter is related to a 
distance threshold or cluster diameter [13]. They do not need to initialize weights by 
small random numbers and therefore they solve the underutilization problem. The 
unsupervised IAFC neural network is the improved version of the IAFC neural network 
[9]. It simplifies the method of selecting the winner and uses a learning rule which is a 
fuzzified version of the leaky learning rule.  

 Learning rules are categorized into two groups. The first group is the unsupervised 
learning rule. The second group is the supervised learning rule. The Kohonen learning 
rule is famous among unsupervised learning rules. It updates the weight of a selected 
class in proportion to the difference between the input pattern and the weight of a 
selected class [1-4]-[7-10]-[12-13]-[16-17]. This difference is multiplied by the learning 
rate which is used to guarantee the weights to converge. Huntsberger and Ajjimarangsee 
fuzzified the Kohonen learning rule by using fuzzy membership values instead of a 
learning rate [7]. However their learning rule does not guarantee those weights to 
converge. Kim and Mitra also fuzzified the Kohonen learning rule [8]. They used the 
combination of a function of iterations, the π membership function [14], and the fuzzy 
membership value instead of a learning rate. Chung and Lee fuzzified the Kohonen 
learning rule by using the combination of a learning rate and fuzzy membership value 
instead of a learning rate [6]. Bezdek et al. fuzzified  the Kohonen learning rule by 
integrating the Fuzzy c-Means model into it [1].  
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 LVQ is a supervised learning rule. LVQ moves the winner's weight toward the input 
pattern if the classification is correct [11] and away from the input pattern if the 
classification is incorrect. Chung and Lee proposed Fuzzy Learning Vector Quantization 
(FLVQ) which incorporates fuzzy membership value with LVQ [5]. They used the 
combination of a learning rate and the difference between the target membership value 
and actual membership value. But, it is not easy to get the target membership value in the 
real situation. 

 This paper proposes two fuzzy learning rules which are the fuzzified versions of 
LVQ. These fuzzy learning rules use a combination of a function of iterations, the π 
membership function, and the fuzzy membership value instead of the learning rate of 
LVQ. We considered the degree of belongingness of the current input pattern in the 
winning cluster by using the fuzzy membership value when we update the weight of a 
winning cluster. The second fuzzy learning rule uses the difference between one and the 
fuzzy membership value instead of the fuzzy membership value of the first fuzzy 
learning rule. This replacement comes from the reinterpretation of the meaning of the 
fuzzy membership value. In general, we use the fuzzy membership value as a measure of 
belongingness of the input pattern in the specific cluster. Moreover, the fuzzy 
membership value can be used to measure the relative location of the input pattern to the 
centroids of existing clusters.  

 We incorporate the proposed fuzzy learning rules into the structure of the IAFC 
neural network. This incorporation of the proposed fuzzy learning rules converts the 
IAFC neural network into one of two supervised neural networks which we will call the 
supervised IAFC neural network 1 and the supervised IAFC neural network 2. These 
supervised neural networks control the number of classes and the size of classes by the 
vigilance parameter. They do not need to initialize the weights using small random 
numbers. Therefore, they solve the initialization problem. 

 We compare the performance of several adaptive learning algorithms using Iris data 
set which is a benchmark data set for comparing the performances of clustering 
algorithms.  

 

2. IAFC Neural Networks 

 The IAFC neural networks have both stability and plasticity because they use a 
control structure similar to that of the ART-1 neural network ( Figure 1). The IAFC 
neural networks control the size of classes and the number of classes by the vigilance 
parameter. The unsupervised IAFC neural network uses the unsupervised learning rule 
which is based on the fuzzy leaky learning rule. The supervised IAFC neural networks 
use the supervised learning rules which are based on fuzzified versions of LVQ. 
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FIGURE 1. The Structure of IAFC Neural Networks 
 

2. 1 Unsupervised IAFC Neural Network 

 In this neural network, a winner is determined by the Euclidean distance. An output 
neuron whose weight has the smallest Euclidean distance to the input pattern becomes a 
winner. The Ith output neuron, 

( )min ,
i

I t= − ix v  

where x  is the input pattern and ( )tiv is the weight of the ith output neuron, wins the 
competition. 

 After selecting a winning output neuron, the unsupervised IAFC neural network 
performs the vigilance test according to the vigilance criterion: 

( ) ,I
Ie t Tµ− − ≤x v  

where x  is the input pattern, ( )I tv is the weight of the Ith output neuron, and Iµ  is 

the fuzzy membership value of the input pattern x  in the Ith cluster. Iµ is defined as  
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where m is a weight exponent and is experimentally set to 2. But, when the number of 
existing clusters is one, the vigilance criterion is ( )t T− ≤1x v . 

 If the winning output neuron satisfies the vigilance test, the weights of all output 
neurons are updated regardless of winning or losing using the following fuzzy learning 
rule:  

( ) ( ) ( ) ( )1          for all i,i i fuzzy it t t tλ ⎡ ⎤+ = + −⎣ ⎦v v x v  
 

where  ( )fuzzy tλ is the fuzzy learning rate at time t. The ( )fuzzy tλ  is 

( ) ( )( ), ,i if t x t Tµ π⋅ ⋅ v , where ( )f t  is a function of the number of iterations,  iµ is 

the fuzzy membership value of the input pattern in the ith cluster, and ( )( ), ,ix t Tπ v is 

the fuzzy within-cluster membership value of the input pattern in the ith cluster. ( )f t  

is 
( )

1
1 1k t − +

, where k is the constant and t is the number of iterations. ( )( ), ,i t Tπ x v  

is defined as  
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where T is the vigilance parameter [14]. The above fuzzy learning rule is based on 
fuzzification of leaky learning rule and fuzzification of the theory of conditional 
probability. The leaky learning rule updates weights of both winning and losing output 
neurons but the updating amount of the weight of an output neuron depends on whether 
or not it wins [12]. The updating amount of the weight of the winning output neuron is 
larger than that of losing output neuron. The fuzzy leaky learning rule controls the 
updating amounts by fuzzy membership values. The fuzzy membership value in the 
winning class is larger than that of the losing class. The conditional probability is the 
multiplication of the probability of selecting one class among existing classes with the 
probability of the existence of the input pattern in the selected class. The probability of 
selecting one class among existing classes is replaced by the fuzzy membership value. 
And the probability of the existence of the input pattern in the selected class is replaced 
by the π function. 
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 This fuzzy neural network does not need to initialize weights by small random 
numbers because it uses the control structure which is similar to that of the ART-1 neural 
network. The size and number of classes are controlled by the vigilance parameter. 

 The summary of the algorithm is as follows: 
 

(1) Initialize parameters (T, k), input neurons, and output neurons. 

(2) Apply the input pattern. 

(3) If the input pattern is the first input pattern, go to Step (4); Otherwise, go to Step (5). 

(4) Assign the input pattern as the weight of the first output neuron. Go to Step (2). 

(5) Find a winning output neuron. 

(6) If the winning output neuron satisfies the vigilance test, go to Step (7); Otherwise, 
go to Step (8). 

(7) Update the weight of the winning output neuron. Go to Step (2). 

(8) Activate the first uncommitted output neuron. The input pattern is set to the weight 
of the first uncommitted output neuron. Go to Step (2). 

 

2. 2 Supervised IAFC Neural Networks 

 Supervised IAFC neural networks are the supervised versions of IAFC neural 
network where supervised learning rules are incorporated with the structure of the IAFC 
neural network. These neural networks control the size of classes and the number of 
classes by the vigilance parameter. And they do not need to initialize weights by small 
random numbers. 

 After the input pattern is applied to the supervised IAFC neural networks, 
competition among output neurons occurs in a winner-take-all fashion. The output 
neuron, of which the weight has the minimum Euclidean distance to the input pattern, 
wins the competition. The Ith output neuron, 

( )m in i
i

tΙ = −x v , 

wins the competition. 

 After selecting a winning output neuron, the supervised IAFC neural networks 
performs the vigilance test according to the vigilance criterion: 

( ) ,I

I t Te µ− − ≤x v  
 

where T is the vigilance parameter. But, when the number of existing classes is one, the 
vigilance criterion is ( )1 t T− ≤x v . 
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 If the winning output neuron satisfies the vigilance test, the supervised IAFC neural 
network 1 updates the weight of the winning output neuron as follows: 

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( )

1 , ,          if x is classified correctly,

1 , ,          if x is classified incorrectly,

1                                      
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+ =

v v x v x v

v v x v x v

v v                                    for all i I,                                 ≠

 

 

   The above learning rule is based on the fuzzification of LVQ. It uses a function of the 
number of iterations, theπ function, and the fuzzy membership value instead of the 
learning rate of LVQ. 

 On the other hand, the supervised IAFC neural network 2 updates the weight of the 
winning output neuron as follows: 

 

( ) ( ) ( ) ( ) [ ] ( )
( ) ( ) ( ) ( ) [ ] ( )
( ) ( )

1 , , 1         if x is classified correctly,

1 , , 1         if x is classified incorrectly,
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v v x v x v
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 The above learning rule is based on considering the relative location of the input 
pattern to the decision boundary. The input pattern, which locates near the decision 
boundary, has more information about the optimal decision boundary. Therefore, the 
above learning rule updates more for the input pattern near decision boundary than the 
input pattern far from decision boundary using 1 Iµ− . 

 The summary of the algorithm is as follows: 
 

(1) Initialize parameters (T, k), input neurons, and output neurons. 

(2) Apply the input pattern. 

(3) If the input pattern is the first input pattern, go to Step (4); Otherwise, go to               
Step (5). 

(4) Assign the input pattern as the weight of the first output neuron. Go to Step (2). 

(5) Find a winning output neuron. 

(6) If the winning output neuron satisfies the vigilance test, go to Step (7); Otherwise, 
go to Step (8). 

(7) Update the weight of the winning output neuron. Go to Step (2) 

(8) Activate the first uncommitted output neuron. The input pattern is set to the weight 
of the first uncommitted output neuron. Go to Step (2) 
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3. Comparison of Adaptive Learning Algorithms 

 Three adaptive learning algorithms are compared in the viewpoint of structure and 
learning rule. The Kohonen Self-Organizing Map has an underutilization problem 
depending on the structure of a data set. ART-1 neural network is sensitive to noise. 
Fuzzy c-Means algorithm requires large amount of memory. 

 

3. 1 Kohonen Self-Organizing Feature Map [10]  

 In this neural network a winner is determined using Euclidean distance. An output 
neuron whose weight has the smallest Euclidean distance to an input pattern becomes a 
winner. The weights of a winner and its neighborhood are updated using the following 
learning rule:  

( ) ( ) ( ) ( ) ( )1           for i ,i i i It t t t N tα ⎡ ⎤+ = + − ∈⎣ ⎦v v x v  

where ( )i tv is the current weight of ith output neuron, x  is the input pattern, ( )tα  is 

the learning rate at time t, and ( )IN t  is the neighborhood of the Ith output neuron at 

time t. In the above learning rule, ( )tα  is 0< ( )tα <1 and decreases when t goes to ∞. 

 This neural network fixes the number of clusters at the initial stage. The size and the 
number of clusters are controlled by the initialized number of clusters. Also, this neural 
network requires the initialization of weights, but it can cause the underutilization 
problem depending on the structure of a data set. 

 

3. 2 ART-1 Neural network [3]  

 In this neural network an output neuron which receives the largest input               
activation wins the competition. Then the bottom-up and top-down weight of a winning 
output neuron are updated if a winning output neuron satisfies the vigilance test.              
The top-down weight of a winning output neuron is updated using the following       
learning rule:  

( ) ( )1Ji Ji it t t t x+ = ⋅ , 

where ( )Jit t  is the top-down weight from the Jth output neuron to the ith input neuron 
and ix  is the ith element of the input pattern. Since the above learning rule is the 
logical “AND”, the component of a top-down weight which becomes 0 cannot be 
changed back to 1. Therefore, ART-1 neural network is sensitive to noise which changes 
1 to 0. But it does not have the underutilization problem because it does not need to 
initialize weights randomly. It controls the size and the number of clusters by the 
vigilance parameter.  
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3. 3 Fuzzy c-Means Algorithm [2]  

   In the Fuzzy c-Means algorithm, the winner is decided by two methods. These           
two methods are called the maximum-membership method and the nearest-center 
classifier [15]. In the max-membership method, the cluster in which the input pattern  
has the largest membership becomes the winner. In the nearest-center classifier, the 
cluster whose centroid is closest to the input pattern becomes the winner.  

   This algorithm updates all cluster centroids regardless of winning or losing using the 
following equation:  
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=
∑

∑
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where ,ik tµ is the fuzzy membership value of the kth input pattern in the ith cluster at the 
time t. This is a parallel learning scheme. All input patterns contribute to update the 
centroids of clusters. Therefore, it requires large amount of memory. This algorithm 
needs to initialize the value of cluster. This can cause the initialization problem. And this 
algorithm controls the size and the number of clusters by initializing the number of 
clusters.  
 

4. Test and Results 
 

 We use Iris data set, which is a benchmark data set for comparing the performance of 
clustering algorithms, to compare the performances of adaptive learning algorithms. Iris 
data set consists of 150 four-dimensional data and has 3 classes. Each class has 50 data 
values. 

 The unsupervised IAFC neural network clustered Iris data set into 3 clusters on the 
range from 1.2 to 1.8 for the vigilance parameter T when K is 0.5. During iterative 
operations, if the square-root of all squared difference between previous and current 

weights, ( ) ( ) 2
1t t− −v v , is less than 0.001, we considered them to basically equal 

and stopped iterative operations.  

 The unsupervised IAFC neural network yielded 11 misclassifications and required  
36 iterations when K is 0.5 and T is 1.3 (Figure 2). The Kohonen Self-Organizing 
Feature Map clustered Iris data set incorrectly into one cluster when weights were 
initialized by small random numbers in the range 0 to 1. And it clustered Iris        
data set incorrectly into two clusters when weights were initialized by random numbers 
in the range 0 to 7. Therefore, we used arbitrarily selected data from Iris data set as 
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initial weights. Fourteen misclassifications occurred and more than 100 iterations were 
required (Figure 2). 
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FIGURE 2. Performance Comparison between the Unsupervised IAFC Neural Network 

And the Kohonen Self-Organizing Feature Map 

 

  Fuzzy c-means yielded 16 misclassifications. Figure 3 compares the mis-
classifications yielded by the unsupervised IAFC neural network with those by two other 
algorithms in the form of confusion matrices. 
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FIGURE 3. Comparison of Results of Three Algorithms 
 

 To compare the performances of the supervised IAFC neural network 1 and the 
supervised IAFC neural network 2 with that of the back propagation neural network, 75 
points of data were used as a training data set. We chose 25 data points from each class 
and used the remaining 75 data points as a testing data set. 
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 The supervised IAFC neural network 1 took 11 iterations to train as shown in           
Figure 4 and the supervised IAFC neural network 2 took 9 iterations to train as shown  
in Figure 5. 
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FIGURE 4. The Number of Misclassifications Versus the Iteration Number When the 

Supervised IAFC Neural Network 1 Was Trained 
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FIGURE 5. The Number of Misclassifications Versus the Iteration Number When the 

Supervised IAFC Neural Network 2 Was Trained 

 The supervised IAFC neural network 1 yielded 6 misclassifications when T is 1.55 
and K is 0.5. The supervised IAFC neural network 2 yielded 2 misclassifications when T 
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is 1.6 and K is 0.5. The back propagation neural network yielded 5 misclassifications. 
Figure 6 compares the results of the three neural networks. 
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5. Conclusion 
 

Adaptive learning algorithms are compared from the viewpoint of structure and 
learning rules. The IAFC neural networks have both stability and plasticity. The result 
shows that the Kohonen Self-Organizing Feature Map has an underutilization problem. 
The unsupervised IAFC neural network does not need to initialize weights by small 
random numbers. Therefore, it solves the underutilization problem. The results show that 
the performance of the unsupervised IAFC neural network is better than performances of 
the Kohonen Self-Organization feature Map and the Fuzzy c-Means algorithm. 

We proposed the supervised IAFC neural network 1 and the supervised IAFC neural 
network 2 which incorporated new fuzzy learning rules into the structure of the IAFC 
neural network. These new fuzzy learning rules are based on the fuzzification of LVQ. 
And the results show that the performance of the supervised IAFC neural network 2 is 
better than the performance of the back propagation neural network. 
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