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A QUADRATIC PROGRAMMING METHOD FOR RANKING
ALTERNATIVES BASED ON MULTIPLICATIVE AND FUZZY
PREFERENCE RELATIONS

Y. J. XU, Q. Q. WANG AND H. M WANG

ABSTRACT. This paper proposes a quadratic programming method (QPM) for
ranking alternatives based on multiplicative preference relations (MPRs) and
fuzzy preference relations (FPRs). The proposed QPM can be used for deriving
a ranking from either a MPR or a FPR, or a group of MPRs, or a group of
FPRs, or their mixtures. The proposed approach is tested and examined with
two numerical examples, and comparative analyses with the existing methods
are provided to show the effectiveness and advantages of the QPM.

1. Introduction

Group decision making (GDM) is a prominent area of modern decision science.
The decision makers (DMs) often need to select the most desirable alternatives
or rank the alternatives from a set of given alternatives. There are often two
processes in the process, namely: (1) the preference process; and (2) the prior-
ity process. In the former process_of decision-making, the DMs generally need
to provide their preferences over (a set of n alternatives. In other words, the
DMs need to compare these alternatives with respect to a single criterion and
construct preference relations. In the latter process, the DMs then derive the
priority vector by some techniques based on the given preference relations. Pair-
wise comparison is the most common technique to construct a preference rela-
tion. Up to now, there are two common kinds of preference relations, one of the
preference relations takes the form of MPR, which was introduced by Saaty [20]
firstly, and since then, the analytic hierarchy process (AHP) has been widely stud-
ied [2,4-6,9,12,13,16,17,25] and has been applied extensively in many fields, such
as economic analysis; technology transfer, and population forecast [24]. The other
preference relation takes the form of FPR, [3,6-8,10,15,18,19,21-23,40,43,45]. Many
methods have been proposed for assessing the priority vector of a MPR, such as the
eigenvector method (EM) [20], normalizing rank aggregation method [20], synthetic
hierarchy method [16], least square method [13], gradient eigenvector method [4],
logarithmic least square method [5], and generalized chi square method [42]. For
a FPR, Fernandez and Leyva [10] proposed a multi-objective optimization method
for deriving a ranking. Xu and Da [45] transformed a FPR into a multiplicative one
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and then derived priorities by using a least-deviation method (LDM). Wang and
Parkan [29] brought forward an eigenvector for deriving priorities from a FPR. Xu
and Wang [41] extended the EM to priority for an incomplete FPR. Xu, et al. [33]
proposed the normalizing rank aggregation method to derive the priority vector
from a FPR. Xu, et al. [34] also used the normalizing rank aggregation method
to priority for the incomplete FPRs. Xu, et al. [38] presented a logarithmic least
squares method (LLSM) to priority for GDM with incomplete FPRs.

Quite lots of researches have been done on how to obtain a priority vector from
a MPR or FPR, their mixtures also have got more and more attention. It is an
important problem to study how to derive priorities from MPRs and FPRs and
their mixtures. Chiclana, et al. [3] studied a fuzzy GDM problem, where the in-
formation can be represented by means of preference orderings, utility functions
and FPRs. Chiclana, et al. [2] studied the integration of MPRs as a preference
representation structure in fuzzy multipurpose decision-making problems. Wang
and Fan [27] applied the logarithmic and geometric least squares methods (LLSM
and GLSM) to deal with group decision analysis problems with FPRs.-Wang and
Fan [26] presented two optimization aggregation approaches to determine the rel-
ative weights of individual FPRs so that they can be aggregated into a collective
FPR in an additively optimal manner. Usually, these methods consist of three
steps: (1) Uniform the preference information given by DMs through a transforma-
tion function; (2) Aggregate the uniformed preference information into a collective
one by means of the aggregation operators, and (3) Rank alternatives or select the
most desirable alternative(s) by the selection method. However, the computational
procedures of these methods are very complicated. Particularly, in the process
of unifying the preference information, preference information may be lost or dis-
torted. Sometimes, it can be difficult to transform preference information from one
format into a uniformed format. In view of this argument, Wang, et al. [28] pro-
posed a chi-square method (CSM) for obtaining a priority vector from MPRs and
FPRs. Xu, et al. [39] developed the mean deviation method to determine the rela-
tive weights of individual different preference relations objectively and then select
the most desirable alternative(s) according to the aggregate net flow scores. Fan,
et al. [8] constructed a two-objective optimization method, which integrates MPRs
and FPRs without the need of preference transformation, to compute the ranking
values of alternatives. The two-objective optimization method is referred as TOM
in this paper. Fan, et al. [6] also proposed a goal programming method (GPM) to
solve the GDM problems with MPRs and FPRs. One of the prominent character-
istics of these methods is that they do not need to uniform the different types of
preference relations, which would not distort or lost the DMs’ original information.

Based on the above idea, in this paper, we propose a new priority method, called
quadratic programming method (referred as QPM), for obtaining a priority vector
from MPRs and FPRs. The QPM is multifunctional. It can be used to derive
priorities from either a single MPR, or a single FPR, or a group of MPRs, or a
group of FPRs, or the mixed MPRs and FPRs. The QPM has many advantages:
(1) The QPM does not need to uniform the preference relations, this would not
need to transform different kinds of preference relations into one kind preference
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relation, and thus avoiding loss or distort the DMs’ original information, because
different transformation functions would lead to different results; (2) Compared
with the TOM and the GPM, numerical examples show that the proposed QPM
has better fitting performances regarding some criteria; (3) The QPM provides a
new methodology to integrate different formats of preference relations in GDM,
and thus enriches the decision theory.

The rest of the paper is structured in the following way. In Section 2, we propose
the QPM for deriving priorities from the mixed MRPs and FPRs. In Section 3, two
numerical examples are used to illustrate the proposed method, and some criteria
are proposed to illustrate the better performance of the QPM than the TOM and
the GPM. Finally, Section 4 summarizes the work of this paper.

2. The Quadratic Programming Method

This section describes GDM problem with MRPs and FPRs.

Let X = {x1, 9, ...,2,} (n > 2) be a finite set of alternatives and D ={d;, ds, ...,
dm} (m > 2) be a finite set of DMs. Let ¢y, ca, ..., ¢y be the relative importance
weights of the m DMs with ;" | ¢ =1 and ¢, > 0 for k =1,2, ..,, m. In multiple
attribute decision making problems, the alternatives x1, s, ..., £, need to be ranked
from best to worst according to the DMs’ preference information. In this paper,
DM’s preference information on alternative set X is assumed to be represented in
two formats, i.e., DM dy € D (k = 1,...,my) uses MPR and DM d;, € D¥ (k =
Mfi1,...,m) uses FPR, where D4 = {dy,ds, ..., dp; }, DY = {dp .\, dm; sy oy din }
and DA DY = D. A brief description of MPR and FPR is given below.

(1) Multiplicative preference relation[20]. The preference relation of dj, € D4
on X is described by a positive reciprocal matrix Ay C X x X, A = (afj)nxn,
afj denotes a ratio of preference intensity for alternative z; over x;. Saaty [20]
suggested measuring afj using a ratio scale, afj € {1/9,1/8,...,1/2, 1,2,...,8,9}:
(1) af; = 1 indicates indifference between z; and z; for di; (2) af; € {2,3,...,9}
indicates that x;7is strictly preferred to z; (z; > z;) for di. Especially, afj =9
indicates that 2; is definitely preferred to x;; (3) af; € {1/9,1/8,...,1/2} indicates
that z; is strictly preferred to x; for DM dj. Especially, ai—“j = 1/9 indicates that
x; is definitely preferred to z; for dy. It is multiplicative reciprocal, i.e., aj;ak; =1
and af =1 for all i,j = 1,...,n. Saaty [20] also defined the consistence on the
MPR; i.e. afj — aflafj for all 4,5,l =1,...,n.

(2) Fuzzy preference relation [14,19,21]. The preference information of dy € D
on a set of alternatives is a fuzzy set on the product set X x X, characterized by
a membership function

LR, X X X —[0,1]

and the preference relation can be represented by an n x n matrix Ry = (rf])
where rfj = PR, (Ti, ;). Tfj denotes the preference degree of the alternative z; over
zj: (1)rf; = 0.5 denotes indifference between z; and z; for dy; (2) 0.5 < rf; < 1

denotes that z; is strictly preferred to z; (z; = z;) for dy. Especially, rfj =0

nxn’
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denotes that z; is definitely preferred to z; for di; (3) 0 < rfj < 0.5 denotes

that z; is strictly preferred to x; for di. We assume that Ry = (r fj) ‘n is a
reciprocal FPR, i.e., 7“ 4 7“ =1forall i,j = 1,...,n, and in particular ¥ = 0.5.
Tanino [21] proposed tho deﬁnition of multiplicatlvo consistency on FPRS, ie.,
rflrl’“jrfl ij» forall4,7,0=1,.

Suppose the ranking value of alternatlve x;isw; (i =1,2,...,n) and that w; is an
unknown variable that satisfies Z _qw; =1landw; >0 for = 1 ,n. Considering
the properties of matrices Ay and Ry, [8, 20], it is desirable to deterrnine the weight

w; such that

= le ]lr

afy = wifwj, G,5=1,..,n; k=1,..,my, (1)
Tllcj :wi/(wi+wj)7 hLj=1...,m ksz+1,...,m- (2)

Based on egs.(1) and (2), the deviation degree between af;‘and w;/w;, and
the deviation degree between rF; and w;/(w; + w;) are given by eqs.(3) land (4),

respectively:

ij

@ (w) = w; —ajwy, i,j=1,..n; k="1.my, (3)
hfj(w) = w; — TZ(U/z +wj), i,j=1,..,n k=mrpr, ., m. (4)

Apparently, qu(w) and hfj(w) are the explicit functions of w; (i = 1,...,n).
Considering the importance degree of each DM; the deviation degrees, qu (w) and
hfj (w), denoted by eqs.(2) and (3) are combined to form the following optimization
problem:
my n n m n n
min F(W) = 1§1Ck >3 ( w]a”) + 0> ey, > [ (wi—i—wj)rfj]Q (5)

i=1 j= k=mjp+1 i=1 j=1
j 71 7’51

(S
S

wp >0, i=1,2,...,n. (7)
The above model (5)-(7) is equivalent to the following matrix form
min  F(w) = w’ Gw + w” Hw (8
st. eTw=1 (
w>0 (10

where w = (wy, wo, ...,wn)T7 e=(1,1,.., 1)T7 G = (9ij) ysen» H = (hij),, s, The
elements in G are:

mg n
gii = ch [n2+2(aﬁi)2] , 1=1,2,..,n, (11)
k=1 h=1

mf

9ij :—ch(afj +a§%), i,7=1,2,...,n; i # j. (12)
k=1
The elements in matrix H are:

b= 35 a3 0R) i=1zn 13

k=m sH h=1

S
hij =2 Z n ((r” r”) 65 =1,2, . m; i # j. (14)

k=m f+1
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The above model can be transformed into the following single objective optimization
model

min  F(w) = w’ Qu (15)
st. eTw=1 (16)
w >0 (17)

where the elements of matrix @) are given by

myf n m n
4= ck |n—2 aki : 2 c rki 27 1=1,2,...,n,
mg m i
@y ==Y el +af)+2 Y e (0h) —rh), ii=12..m i (19)
k=1 k=m 1

The optimization problem determined by eqs.(15)-(17) not only plays the role
for integrating two formats of preference relations, but also can be used to obtain
the ranking values of alternatives (the collective result).

Model (15)-(17) is a nonlinear programming problem, where both the objective
function F(w) and the constraints are convex. In order to-solve the optimization
model (15)-(17) in the following, we give the Kuhn-Tucher condition.

Lemma 2.1. (Kuhn-Tucher condition). [30] Consider the following general non-
linear programming problem:

min  f(X) (20)
st. h(X)=0, i=1,2,..,m (21)
g;i(X) 205 =121 (22)

where X is a vector of n variables. Here f(X) is non-linear and both constraints
can be linear or non-linear.” Let X* be the Minimal point of non-linear program-
ming problem (20)-(22), the gradient Vh;(X*)(i = 1,2,....,m) and Vg;(X*)(j =
1,2,...,1) are linear-independent, and the ¥V refers to the first-order partial deriva-
tives with respect to. X, then there exists the vector A* = (A}, A5, ...,)\;“n)T and

' = (v, ...,'yl*)T, such. that

m !
VEX™) =D A Vhi(X*) =D 7 Vg (X*) =0, (23)
i=1 j=1
Vgi(X*) =0, j=1,2,..,1 (24)
20, j=1,2,..,1, (25)
where X7, A3, -+, Ay, and ¥7,v5, -,y are generalized Lagrange multipliers.

As egs. (15)-(17) is a convex programming problem, by Lemma 2.1, we can
obtain the following result.
Theorem 2.2. The necessary and sufficient conditions of the optimal solutions of
the quadratic programming problem (15)-(17) are:
Qw — e —y =0, (26)

T

et w=1, (27)
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viw; =0, 7=12..n,
Wy (28)
> > ) ) )
>0, w>0, X unrestricted in sign. (29)
where @ is giwen by in (18) and (19), X is the Lagrange multiplier corresponding

to constrain (16), v = (1,72, s )"
the constraints (17).

are the Lagrange multiplier corresponding to

In the Theorem 2.2, X is unrestricted in sign, so we can replace it by two non-
negatives /\l,/\”, where A =\ — /\”7 and /\,7 N> 0, and we also induce the variable
v (v is an artificial variable, only v equals to zero, then we can get the solution
of the problem), then the above Kuhn-Tucher necessary and optimality conditions
can be transformed into the following programming problem:

min z=v

(30)

s.t. w—Ne+\'e— =0,
Q Y 31)

eTw+v=1
(32)
w; =0, j=1,2,...,n,
Rk J (33)
w; > 0, i>20,-7=12 ..n,
=04 / (34)
NN >0, v>0

(35)

Solving the above model using optimization software packages such as Microsoft
EXCELL, MATLAB and LINGO Solver, we can obtain the priority vector w. The
above model also could be solved by Wolf algorithm. And thus we can rank the
alternatives (or group decision result).

For convenience, we refer to the above method as the quadratic-programming
method (QPM), which can be used to derive a priority vector from MPRs and
FPRs. Now, we discuss several special cases of the QPM in detail. If ¢, > 0
for k= 1,....,my and ¢p;41 = ... = ¢y = 0, then all of the DMs provide their
preferences over the given alternatives by means of MPRs. Especially, if only ¢; = 1
and ¢, = 0 for k = 2, ...,m, then only one DM provides his/her preferences by means
of MPR. If ¢, = ... = Cmy =0 and ¢, > 0 for £ = my4q,...,m, then all the DMs
provide their preferences over the given alternatives by means of FPRs. Especially,
if ¢, =0 for k =1,...,m—1, and ¢,, = 1, then only one DM provides his/her
preferences over the given alternatives by means of FPR. Thus, the proposed QPM
provides a flexible way to obtain a priority vector from MPRs and FPRs.
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3. Numerical Examples

Example 3.1. Consider a GDM problem, an investment company wishes to invest
a sum of money in the best option. There are four possible alternatives for the
company to invest: x; is a car company, s is a food company, xz is a computer
company and x4 is an arms company. The investment company has a group of four
consultancy departments, and each department is directed by a DM. These DMs ey,
e, e3 and ey provide their preferences on the alternative set X = {x1, zo, z3, 24}
as follows (adapted from Fan et al. [6,8]):

1 17 1/
7 1 3
3 1/3 1
5 1/2 2

Ay =

0.5 0.1
0.9 0.5
0.4 0.2
0.3 0.6

R3 =

3

0.6
0.8
0.5
0.1

1/5
2

1

1
_|1/3

/2|’ A2 =17y
1/5

0.7 0.5
0.4 0.5
09l =103
0.5 0

3 1/4 5

1 2 1/3
/2 1 2|
31/2 1
05 0.7 1

05 0.8 0.6
0205 08
04 02 05

To integrate the two formats of preference relations and to obtain the collective
ranking values of alternatives, suppose that ¢ = ¢y = ¢3 = c4'= 1/4, according to

eqs.(18) and (19), we can obtain matrix ) as follows:

26.9878
—2.7890
Q= —2.1208
—2.7050

By eqs.(30)-(35), we can set up the following model

min z=v

—2.7890
6.5879
—1.6183
—1.6983

—2.1208

—1.6183
6.9459

—1.3750

—2.7050
—1.6983
—1.3750
11.5803

s.t. 26.9878w; — 2.780ws — 2.1208ws — 2.7050ws — A + A\ — 1 =0,

— 2.789wi 4 6.5879ws — 1.6183ws — 1.6983ws — A + A — 72 = 0,

— 2.1208w; — 1:6183ws + 6.9459ws — 1.375ws — A + X — 3 = 0,

—2.705w; —1.6983ws — 1.375ws 4+ 11.5803ws — A + X — 74 = 0,

w1+ w2 w3 +ws +v =1,

y1wr = 0,
Yowz = 0,
3wz = 0,
yawg = 0,

W1, W2, W3, Wa Z 07

Y1sY2,73, V4 = 0,

A\ >0and v >o0.

By solving the above linear goal programming problem, we have:

v=0, w; =0.1225, wy = 0.3492, w3 = 0.317, wy = 0.2113,
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N =1.0869, A\ =0, 1 =0, 52 =0, 73 =0, 74 = 0.

Therefore, the final ranking result of the four alternatives is zo = x3 > z4 = x7.
In [6] and [8], the final weight vector of four alternatives are w = (0.1280, 0.4301,0.2515,
0.1903)7 and w = (0.1169,0.3688, 0.3039,0.2105)” by the GPM and the TOM, re-
spectively. The weights of the four DMs were also set to be equal, i.e. ¢y = ... =
¢y = 1/4. Both GPM and TOM derive the same ranking as the QPM proposed in
this paper, which shows the ranking is robust and credible.

In order to compare further the performances of the three methods, we propose
the following performance evaluation criterion:

e Deviation Index

-
DI — n_lmfz 3 (%w+aﬂwj_>+

k=1 1<2<J<n

n(n—l m—my) Z Z

k=m - 1<i<j<n

w,+wj

The Deviation Index (DI) is the sum of the deviation, the former part is the sum
of the deviation for MPRs, and the right part is the sum of the FPRs.

Wang, et al. [28] further proposed the following two performance evaluation
criteria:
e Maximum deviation (MD) for MPRs

MD = max {afjwj + a?i% —2li,5=1,...n;k=1,...,my }
i3,k wW; Wy
The maximum deviation is the largest value for the MPR, which is a changed
expression of eq. (1).
e Maximum absolute deviation (MAD) for FPRs

rh

Y wi+w;
The maximum absolute deviation (MAD) is the largest values between the fuzzy
preference elements and the weight vector expressed in eq. (2).
The smaller the values DI, MD, MAD, the better the weight will be. If DI =
MD = MAD =0, all the preference relations are perfectly consistent.

1,5,k

MAD = max {

i,jl,...,n;kmerl,...,m}

Criteria QPM GPM TOM
DI 1.0503 1.0989 1.0859
MD 6.7404 8.1797 7.5702
MAD 0.6330 0.5979 0.6429

TABLE 1. Performance Evaluation for Example 3.1

Table 1 shows the performances of the three methods for the above four pref-
erence relations. As we can see, QPM is better than TOM with respect to the
above three criteria, and DI and MD values are also smaller than GPM, only MAD
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value is slightly larger than GPM in the above example. This partly shows the
advantages of the QPM.

Example 3.2. Consider the MPR A; and the FPR Ry, which are shown as follows:

Alz{l 2]7 R1={0'5 2/3}

12 1 1/3 0.5
The TOM uses the following equation to derive the priority from the FPR and
MPR:

w* =Q te/eTQ e (36)

where the elements in matrix @) are given by
my n 5 m n 9
- k k =
qii—ﬁch |:n2+Z(ahi) + 20 Z cx Z (rr)", 1=1,2,..,n, (37)
k=1 h=1 k=m y+1 2?&1

mf m
2 .o . 3
G =B enlalj+af) +20 Y o (05 =rk), i =12 iR (38)
k=1

k=m f+1

If we use the TOM to integrate the two formats of preference relations and to obtain
the collective ranking values of alternatives, suppose that'¢; = co = 1/2, a = 0.5,
B = 0.5 we can obtain matrix @) as follows:

53 53

144 T 72

72 36

For @ is a singular matrix, it has no inverse matrix. Thus, eq.(36) cannot be
used to derive the priority for the above preference relations, it shows the limitation
of the TOM. If we use the QPM to compute, suppose that ¢; = ¢ = 1/2, we can
easily get: w; = 0.667, we = 0.333; which shows that the QPM has a broader
application scope.

4.  Conclusions

This paper presents a new approach to solve the GDM problems with two differ-
ent formats of preference information, i.e. MPRs and FPRs. Based on the QPM,
the proposed approach integrates the two formats of preference relations and com-
putes the ranking values of alternatives. When setting different kinds of weight
vectors for the DMs, the QPM can be used to obtain a priority vector from differ-
ent combination of preference relations. It can be used for either a single MPR or
a single FPR or their mixtures. Three criteria are introduced to show the perfor-
mances of the methods. Two examples are illustrated to show the proposed method
and its effectiveness. Compared with the existing method, the proposed QPM has
the following features:

(1) By setting different types of cx, the QPM can be conveniently applied to
derive a priority vector from MPRs, FPRs, MPR or FPR and thus, the proposed
QPM provides a flexible way to obtain a priority vector from MPRs and FPRs.

(2) As illustrated in Example 3.2, TOM may be not used to derive the weight
vector as Q' does not exist in some situations, and it could be solved by QPM,
this shows QPM has broader applications.

(3) As the QPM does not need to uniform all the preference relations into one
format, it may not distort the DMs’ original preference information.


www.sid.ir

92 Y. J. Xu, Q. Q. Wang and H. M Wang

Current research establishes QPM as a viable and effective tool to handle decision
problems with complete MPRs and FPRs. The numerical experiments demonstrate
that the QPM often outperforms the other methods such as GPM and TOM in
terms of DI, MD and MAD. However, does it always have better performance than
the existing methods? It may be an interesting problem in our future research.
Furthermore, in reality, DMs may provide their preference relations in different
formats. As a worthy future research topic, it would be interesting to explore how
the QPM framework can be extended to deal with other types of decision inputs
such as incomplete MPRs [11], incomplete FPRs [31, 32, 35, 36, 43], intuitionistic
fuzzy preference relations [44], linguistic preference relations [1,37], et al.
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