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Abstract

In the design of recommender systems, it is believed that the set of reviews written by a user can somehow reveal
his/her interests, and the content of an item can also be implied from its corresponding reviews. The present study
attempts to model both the users and the items via extracting key information from the existing textual reviews. Based
on this information, a fuzzy rule-based classifier is designed and tuned, which aims to predict whether a typical user
will be interested in a typical item or not. For this purpose, the set of all reviews belonging to a user are mapped to a
vector representing the user’s interests. Similarly, the set of reviews written by different users over an item are merged
and mapped to a vector representing the item. By conjoining these two vectors, a longer vector is obtained which will
be used as the input of the classifier. To optimize the classifier, an adaptive approach is suggested and rule-weight
learning is carried out, accordingly. The performance of the proposed fuzzy recommender system was evaluated on the
Amazon dataset. Experimental results narrate from the promising classification ability of the proposed recommender
system compared to state of the art.
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1 Introduction

Recommender systems help users to find the most relevant information that they need by spending less time and less
energy. Recommender systems are classified in two main categories: content-based and collaborative filtering [3, 30].
The content-based systems recommend based on item features. In this approach, items similar to the ones in the user’s
history of selections are recommended to her. On the other hand, Collaborative Filtering (CF) recommender systems
work based on the similarity between the users. This similarity is usually measured based on the common interests of
the users implied from items in their selection history. Thus, these systems suggest an item to a user, if it has been
chosen by a similar one[9, 22, 35, 37].
A weakness in most of CF techniques is modeling the users and items only based on the numeric rating scores provided
by the users and regardless of the valuable information existed in the textual reviews. Moreover, in many situations,
there is no explicit information such as user profiles and product catalogs from which users’ interests and item contents
can be directly revealed. One of the approaches employed to address this lack of data is using the information included
in the text of reviews. In many commercial systems, besides the numeric rating scores, users can write reviews for the
products they have used. In fact, the users explain the reasons and the underlying dimensions behind their ratings in
the text reviews. Thus, a review is much more expressive than a single rating score. The reviews contain information
that somehow shows the interests of the user and the content of the item. This information is useful to overcome the
sparsity problem. Effective making use of the information included in textual reviews may lead to a good solution
especially in absence of rating scores or for situations where rating scores are incomplete in most cases.
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There are some statistics showing the importance of textual reviews from the users’ viewpoint. More than 32% of
consumers rate a product online, over 33% of people write reviews, and about 88% trust the online written reviews
[30]. Thus, the reviews which include the preferences and sentiments of the users play an important role in affecting
the sales of an item.
Several machine learning as well as natural language processing methods have already been proposed for the task of
rating prediction. However, the computational complexity of applying these methods on large data is a challenge. The
method proposed in this paper tries to model the users and the items based on their associated set of reviews and
using a fuzzy classification approach. It represents the users’ preferences as well as the items’ content using contextual
information given in reviews. The proposed method performs the recommendation task straight forward, i.e., without
estimating the rating score. This one phase recommendation is achieved by the classifier developed in this study, which
predicts the interest of the user to make a decision for recommending an item (or not), accordingly.
The proposed model works based on the similarity between the users as well as the similarity between items using a
fuzzy approach. Considering fuzzy similarity among the set of users and items based on their textual elements, rather
than focusing on histories of rating scores, can almost solve the cold-start problem, which is one of the advantages of
the proposed model. However, this interesting feature is reachable only if a textual profile exists for a new coming user
since he/she has not written any review, yet. Similarly, for a new item, a textual catalog is necessary to be used for
modeling the item.
The rest of the paper is organized as follows. Section 2 is devoted to the related work. In Section 3, the details of
the proposed recommender system which includes a fuzzy rule-based classifier and a rule-weight learning method are
illustrated. Experimental results are given in Section 4. Finally, the paper is concluded in Section 5.

2 Related work

The related work aimed to be addressed in this section, is divided into two main parts. The first part includes the
studies which leverages fuzzy approaches and the second part introduces those which use textual reviews in the design
of recommender systems.

2.1 Fuzzy recommender systems

In recent decades, several studies have made use of fuzzy logic in design of recommender systems. The main differences
of the fuzzy approaches existing in the literature refer to their key features, their evaluation strategies, the datasets
they have employed, and the application areas of the developed systems. A taxonomy of the fuzzy tools and approaches
which exist in the literature is presented in Figure 1.
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Figure 0. A taxonomy of fuzzy recommender systems already proposed in the literature 
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Figure 1: A taxonomy of fuzzy recommender systems already proposed in the literature

Some of the studies that have made use of fuzzy logic in developing recommender systems are content-based systems
[2, 5, 7, 29, 41, 50, 62, 68, 76]. Content-based recommender systems generally include two main phases; namely, the
profiling (user/item) and the matching process. Fuzzy logic has been employed by different studies, in both of these
phases. For example, Zenebe and Norcio [76] proposed a representation method for the items and user feedbacks using
fuzzy sets, and developed a content-based recommendation system. They applied fuzzy versions of different similarity
metrics, including Jaccard, Cosine, and Correlation similarity. They also used fuzzy aggregation methods for measuring
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the confidence scores of recommendations. Another use of fuzzy logic in that work is considering a membership degree
for each movie in each genre, for a more effective comparison of items.
As one of the shortcomings of the existing fuzzy content-based systems, most of them do not incorporate experimental
evaluation, notably limiting the novelty and the scope of the fuzzy logic-supported approaches. Moreover, they are
mostly focused on the fuzzy modeling of items’ contents, rather than the users’ preferences, as one of the major sources
of uncertainty in recommender systems.
The second category of the studies includes collaborative filtering approaches. In this category, the similarity function
to compare users/items has an important role. For this purpose, most of the fuzzy CF approaches use fuzzy sets to
fuzzify users’ preferences as the main source of uncertainty. Most of the methods of this category have used the rating
scores given by the user and fuzzified them with the defined fuzzy sets such as Strongly Interested, More Interested,
Interested, Less Interested, and Not Interested. The set of fuzzy collaborative filtering works, in the literature, can be
divided into two subsets: memory-based and model-based. There are totally three groups of studies in the category of
memory-based collaborative filtering: studies that use only the rating values [11, 28, 36, 43, 57, 73], researches using
demographic information as well as items’ attributes [55, 70, 71, 75], and trust-based methods [8, 40]. Many studies in
the category of collaborative filtering assume the availability of additional information beyond the preference values for
building fuzzy-supported similarity measures. However, such information is not always available.
In the category of model-based CF, there are plenty of studies proposing unsupervised learning schemes to cluster users
or/and items. Many of them use the well-known fuzzy c-means algorithm [19, 34, 64]. There are also studies based
on other clustering algorithms such as relational fuzzy subtractive clustering, co-clustering, picture fuzzy clustering,
folksonomy-focused intuitionistic fuzzy agglomerative hierarchical clustering, fuzzy geographical clustering, linear fuzzy
clustering, and other fuzzy clustering algorithms [17, 23, 26, 32, 56, 60, 72]. Most of them applies a general-purpose
fuzzy clustering algorithm to the problem and do not focus on the particularities of the nature of recommender systems
data and its possible effect on the development of the clustering approach.
The other category of fuzzy approaches to the recommendation task is fuzzy inference based systems. There are a
number of inference-based and rule-based methods already proposed [44, 45, 46, 47, 61]. It should be noted that the
success of fuzzy rules and fuzzy inference-based systems in recommender systems is highly dependent on the effective
modeling of users’ preferences and items’ attributes. But a small fraction of the studies belonging to this category, are
directly related to the management of preference values. It is one of the facts aimed to be addressed effectively in the
present study.
Some other studies also exist in the literature, which have focused on the use of fuzzy association rule mining for
developing the recommendation system, for example, the studies performed by Chen and Tai [13], Pinho Lucas et al.
[51], Leung et al. [38], and Teng et al. [59]. A collaborative Filtering approach was proposed, by Leung et al. [38],
based on fuzzy association rules and multiple-level similarity. For this purpose, they have fuzzified numeric rating
scores and map them to three sets, i.e., Like, Neutral and Dislike. They uses some metrics such as fuzzy support and
fuzzy confidence to weight the rules and measured how interesting a rule could be. Campos et al. [15] proposed a
recommender system that combines probabilistic inference and fuzzy observations. Their proposed system consists of
three components. The first component maps the fuzzy rating values (input) to a probabilistic distribution. The second
component performs probabilistic reasoning to compute the probability distribution over the expected vote. Finally,
the last part calculates the user’s vote.
There are also some works proposed by Kant and Bharadwaj [31] and Zhang et al. [77], which integrate fuzzy logic
and Bayesian concepts to design model-based recommender systems. There are a few studies based on fuzzy logic that
work with reviews. They will be introduced within the next section.

2.2 Review-based recommender systems

This section is devoted to introduction of the studies that employ textual reviews. Only a few of them are based on
fuzzy logic concepts. Most of the review-based recommender systems focus on sentiment analysis and opinion mining
[1, 12, 18]. Some of them only aim to measure the polarity (negative or positive orientation) of the comments without
need to predict the ratings. In other words, these approaches directly recommend (or reject) the items according to
the polarity of corresponding provided comments. Some others implement multi-label classification over the existing
comments to separately predict the rating of each item for a given user.
Compared to the models only based on the rating scores, text mining techniques can further process the users’ feedbacks
and may be better choices in developing content-based recommendation systems [1].
In [21], Garcia-Duran et al. have proposed a simple recommendation model using data from Yelp Business Rating
Prediction Challenge and Amazon Product Data. In this model, which is based on embedding and opinion mining,
the users, items, and reviews are jointly mapped to vectors. The embedding task is performed in a way that a review
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embedding vector would be similar to the sum of vectors of corresponding user and item.
In [39], Leung et al. discuss the benefits of using opinion mining techniques to improve collaborative filtering models by
two approaches. The first one is to measure the polarity as a feature where user ratings are not present. The second is to
incorporate opinion distances among users to modify existing collaborative filtering models. In another study provided
by Melville et al., a content-based recommender system was proposed by taking user comments into consideration as a
bag-of-words to generate additional features [42].
There are several recommender systems based on Amazon and IMDb datasets, which recommend movies to users by
employing a collaborative filtering recommender system [16], and even some recent work on using textual data for
rating prediction [48]. The analysis of the style in reviews can be applied to detect which users are more “useful”, i.e.,
with more informative reviews [49]. Other approaches go even further, by generating user profiles based on their social
network [6]. The approach by Alves et al. explores the possibilities of the social graph to generate more advanced user
profiles.
In [74], the authors developed a topic model-based on Aspect and Sentiments Unification Model (ASUM), denoted as
RAS. They combined the sentiments in review texts and the rating scores to precisely learn latent factors of users and
items.
Another sentiment-based model belongs to Sulthana et al. [53], who developed an Ontology and Context-based Recom-
mendation System (OCBRS) to extract the opinion of the review. Their model includes a Neuro-Fuzzy Classification
scheme, in which fuzzy rules are used to represent the context of reviews and determine the sentiments. This approach
automatically classifies the reviews under the respective fuzzy rule. The developed Ontology is utilized as a repository
of context.
In [58], the authors proposed a new neural method with separate Attention-LSTM blocks: one block for the user, one
for the product, and one neighborhood block. A similarity distance is calculated with an NMF method between every
user to create a set of ’neighbors’ for each user. The reviews from all the neighbors of the user feed the neighborhood
block to increase the robustness of the global model. Seo et al. proposed a full convolutional neural network (CNN),
denoted as D-Attn, to perform the task of recommendation on Amazon Product and Yelp Business Rating Prediction
Challenge 2013 datasets [54]. The designed network consists of two similar blocks for the user and the item, each of
which is composed of two blocks having different attention layers. The local attention selects informative keywords
from a local window while the global attention model (G- Attn) ignores irrelevant words from long review sequences.
For modeling a typical user, the reviews of a user are concatenated and presented in a single embedding matrix. The
reviews related to one item are also represented in another similar matrix, at the same time.
The model proposed in [27] is an aspect-based model and consists of three major parts, i.e., identifying references
to item aspects in user reviews, classifying the aspect-level sentiment orientation of the opinions in the reviews, and
exploiting the extracted aspect opinion information to enhance the recommendations. Wang et al. [65] proposed a
user-personalized review rating prediction method that makes use of both ratings and textual reviews. The proposed
rating prediction model consists of two main parts; the first part uses textual reviews, while the other is based on the
rating values. Afterwards, the results of the two parts are integrated into the final result.
A3NCF is another recommender model proposed by Cheng et al. [14]. In their proposed scheme, a new topic model
is developed which aims at the extraction of user preferences as well as item characteristics from review texts. The
extracted knowledge is used to capture a user’s special attention to each aspect of the target item. Wang et al. focused
on the challenging problem of big data in recommendation systems [67]. They developed a movie recommendation
framework based on a hybrid recommendation model and sentiment analysis on the Spark platform. In their proposed
approach, which is accomplished in two phases, a preliminary recommendation list is first generated. A module of
sentiment analysis is then employed to optimize the list.
MTER which stands for Multi-Task Explainable Recommendation is a complex system of recommendation developed
by Wang et al. [66]. One of the major parts of the developed system is based on the hypothesis that the appearance of
a feature level opinion phrase strongly depends on either the user or the item. Rather than being only a recommender
system, this model can also be considered as an opinionated textual explanation system. Their proposed model can
predict how a user would appreciate a particular item at the feature level.
PMI-IR (point-wise mutual information and information retrieval) which was proposed by Turing, is based on measuring
sentiment orientation (SO) of adjectives that appear in the text. The semantic similarity of two terms is estimated
according to SOs and synonym terms will be detected, accordingly. The main output of this work is a synonymy lexicon
[63]. Qumsiyeh. And Ng. proposed a recommender system for multimedia items. They extracted a set of features from
textual reviews about a specific movie or picture and developed a classifier based on the extracted features [52].
Kim et al. proposed a movie search engine based on both user ratings and reviews. The main goal of this system is
query expansion and keyword recommendation while the user is typing. The main problems of this system include the
overfitting problem and diversity decreasing in recommender results [33]. Ganu et al. proposed a system for restaurant



A fuzzy approach to review-based recommendation: Design and optimization of . . . 87

recommendation. The main task in their proposed system is the clustering of the users. This clustering is performed
based on the reviews written by the users as well as the items they have liked [20]. The model proposed by Molla,
performs sentiment analysis over the posts about Samsung products using a different account for Samsung Company
[69]. Dmah. H. and Xiao Zheng then followed their idea and deployed sentiment analysis on Twitter posts for trusted
friends related to a particular personal account [4].
In [34], a fuzzy C-means approach has been proposed for user-based Collaborative Filtering and its performance against
different clustering approaches has been assessed. The MovieLens dataset was used to compare different clustering
algorithms. They are evaluated in terms of recommendation accuracy, precision, and recall. The empirical results
indicate that a combination of Center of Gravity defuzzified Fuzzy Clustering and Pearson correlation coefficient can
yield better recommendation results, compared to other techniques. In [24], Hadad introduced a review-based recom-
mendation approach that obtains contextual information by mining user reviews. The proposed approach relates to
features obtained by analyzing textual reviews using methods developed in Natural Language Processing (NLP) and
information retrieval discipline to compute a utility function over a given item. Two variations of their recommendation
system have been introduced in [24], namely ACM and MCM. An item utility is a measure that shows how much it
is preferred according to the user’s current context. In this system, the context inference is modeled as a similarity
between the user’s review history and the item’s review history.
In [25], another solution for review-based recommendation was proposed by the authors of the present study. In that
work, we had made use of the information included in user reviews as well as the provided rating scores to develop
a review-based rating prediction system. The main focus of that study was handling the uncertainty problem of the
rating scores, which was accomplished by fuzzifying the rating values. Since the proposed method in that study requires
a history of ratings for different users, like many of the existing recommender systems, it suffers from the cold-start
problem. To handle this issue, in the proposed study, we try to do the recommendation process for a typical user
directly and without any need for prediction of the rating score, before determining the relevance.

3 Proposed method

In this section, the proposed recommender system is illustrated. The major idea behind the developed system is based
on the following key assumptions:

• The reviews provided by different users for a specific item can represent the key features of the item.

• The history of reviews written by a user can somehow imply the user’s preferences.

the present study is on recommending the movies, and consequently, the proposed scheme is 

applied for mining reviews of the movies’ domain, included in the Amazon dataset [78]. In 

this dataset, each review, provided by a user, contains an overall rating as well as a textual 

comment. A schematic view of the proposed scheme is presented in Figure 2. 

 
  

 

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. A schematic view of the proposed fuzzy recommender system 
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Figure 2: A schematic view of the proposed fuzzy recommender system

The set of textual reviews have been used, in this paper, as a valuable source of knowledge, which includes contextual
information as well as content description statements. The focus of the present study is on recommending the movies,
and consequently, the proposed scheme is applied for mining reviews of the movies’ domain, included in the Amazon
dataset [78]. In this dataset, each review, provided by a user, contains an overall rating as well as a textual comment.
A schematic view of the proposed scheme is presented in Figure 2.
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3.1 Dataset construction

As the first step, 8000 users were selected from the Amazon dataset. The selected users include those who had frequently
written reviews for the items. For each user, all belonging reviews were concatenated and stored as the main representor
of the user in the dataset. Then, from the set of movies being commented on by these 8000 users, 5000 movies having
the highest number of provided reviews were selected. The set of reviews existing for each movie were concatenated
and stored in the dataset, similarly.
To increase the reliability of the dataset, which will be used throughout the experiments, we are highly interested in
detecting and excluding fake or low-value reviews. For this purpose, the helpfulness ratio aligned with each review,
which is the result of other users’ votes to the review, were considered. Thus, before concatenating the set of reviews
for a user or an item, the reviews that have low helpfulness values, are removed from the dataset. Each concatenated
set of reviews is called here, user/item profile.
Finally, a three-column dataset is built showing the existing relationships between the users and the items. Each tuple
is associated with a single review-text provided along with a score. The first and second columns store the profiles of
corresponding user and item. The third column is a binary feature that is 1 (or positive class) if the user had been
interested in the movie, and 0 (or negative class), otherwise. It is revealed by the rating score the user had assigned
to the movie. Since in the Amazon dataset, the rating scores range from one to five, the rating scores of four and five
have been considered as positive class. For other cases, the class label is set to negative.

3.1.1 Preprocessing

Processing of reviews is considered as the main part of the proposed system. Since the reviews are presented in natural
language form, a set of usual preprocessing tasks are needed to be accomplished before starting the major process. The
preprocessing done at this stage includes Transforming all characters to lower case, detection and correction of spelling
errors, removal of punctuations, stopwords, and numbers, replacing slang terms and, finally, stemming.
Spelling errors and slang terms are usually observed in informal texts, such as reviews. To prepare the text for a more
effective mining process, misspelled words and slang terms should be replaced by correct and unambiguous alternatives.
In this work, the noisy channel method [10] is used for spelling correction. The Twitter dictionary [79] is also used to
detect and replace the slang terms.
After performing the lexical analysis, punctuations, numbers, and stopwords are deleted from the text, and finally, the
available words are stemmed.

3.1.2 Mapping to vector space

In this phase, for each user, the set of all belonging reviews (which are merged in the corresponding profile), is mapped
to a vector of TF-IDF values. Similarly, a TF-IDF vector is constructed for each item profile. By conjoining these two
vectors, a longer vector is obtained, in the proposed model, to represent a specific pair of user and item. By doing the
same task for each pair of user and item, a dataset is constructed.

All dimensions of the conjoined vectors aligned by the binary class label constitute the schema of the dataset. As
mentioned before, the class label in each row of the dataset shows whether the corresponding user is interested in the
associated item. The final dataset totally includes 7911600 rows, as the result of this phase.

3.1.3 Dimension reduction

The resulted dataset, in the previous phase, is high dimensional since it consists of two sets of features (to represent
the user and the item, respectively), and each set is almost as large as the whole vocabulary.

To reduce the dimensions of the dataset to a reasonable number, PCA algorithm has been used. The output of
PCA algorithm in this work is a dataset including 100 + 100 features representing pairs of the user and the item.

3.2 Fuzzy classification

In this part, based on the dataset constructed in the previous steps, an accurate fuzzy classifier is aimed to be developed.
The process of fuzzy classifier development includes training and test phases. The training phase includes rule-base
construction and rule weighting, as will be discussed in the next subsections.
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3.2.1 Rule-base construction

In this phase, a binary classifier is developed for a 2-class problem in its n-dimensional feature space, where n is 200
as described in the previous section. It was also mentioned that 7911600 labeled patterns Xp = [xp,1, xp,2, . . . , xp,200],
p = 1, 2, . . . , 7911600 are included in the provided dataset, each aligned by a binary class value.
A simple approach to generating fuzzy rules is to partition the feature space by specifying k fuzzy sets on the domain
interval of each attribute. More than a single k is used here. Examples of this kind of partitioning are shown in Figure
3.
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where   is 200 as described in the previous section. It was also mentioned that 7911600 labeled 

patterns Xp=[xp,1, xp,2, …, xp,200], p =1, 2, …, 7911600 are included in the provided dataset, each 

aligned by a binary class value.  
A simple approach to generating fuzzy rules is to partition the feature space by specifying   fuzzy sets 

on the domain interval of each attribute. More than a single   is used here. Examples of this kind of 
partitioning are shown in Figure 3. 
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Figure 3: Examples on the partitioning of an input attribute using different numbers of fuzzy sets (k = 2, 3, 4, 5)

After determining a partitioning of the feature space, a usual method of rule generation is to consider all possible
combinations of attributes to generate the fuzzy rules. The selection of the consequent class for a fuzzy rule can be
easily determined based on the confidence of the association rule between the antecedent and each binary value of
the consequent. Each fuzzy rule is written in the form of Aj ⇒ class Cj , where, Aj is a multi-dimensional fuzzy set
representing the antecedent conditions (200 antecedents), and Cj is a binary class label. Confidence (denoted by Con)
of this fuzzy association rule is defined in (1).

Con (Aj ⇒ class C) =

∑
Xp∈class C µj (Xp)∑m

p=1 µj (Xp)
, (1)

where, µj(Xp) is the compatibility degree of the pattern Xp with the antecedent of the rule and m is the number of
training data, which is 7911600 in this work. The consequent class Cj of an antecedent combination Aj is determined
by choosing the class C with the higher confidence. It is expressed in (2).

Cj = argmaxC Con (Aj ⇒ class C) . (2)

There may be some cases where the consequent class of a fuzzy rule cannot be determined since the confidence values
obtained for both classes are equal. For such a case, the fuzzy rule is not generated, and so will not be included in the
rule-base.
The method used in this work for rule generation is grid partitioning and generating equi-length rules, accordingly. In
this method, every rule includes all the features of the dataset on its left-hand side. Figure 4 shows an example of
2-dimensional grid partitioning, with k = 4. In this example, a total number of 42(= 16) rules may be generated. Each
partition in this figure is the decision area of one of these 16 rules.
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Figure 4: Grid partitioning of a 2-dimensional problem, using 4 fuzzy sets for each dimension

One of the problems in grid partitioning is that for an n-dimensional problem, kn antecedent combinations should be
considered for rule generation. In this problem, no. of dimensions after reduction is 200, which is still a large number.
It is impractical to consider k200 antecedent combinations.
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The idea used to overcome this problem is to generate a fuzzy rule only if it has at least one training pattern in its
decision area. Regarding Figure 4, a, pattern is in the decision area of a rule, if all attribute values of the pattern
have membership degrees greater than 0.5 in the corresponding antecedent conditions of that rule. Using this simple
idea, the maximum number of generated rules will be equal to the number of training patterns (i.e., m), and the time
complexity of the rule generation process will be O(m · n), rather than O(kn).

3.2.2 Rule weighting

In the previous section, a rule-base was constructed using the training dataset. All generated rules were initially
considered equal in the term of importance. However, when utilizing the developed classifier, the rules do not have
similar effects on the classification ability. Some rules may be valuable since they help the classifier for determining
the correct class of the patterns. On the other hand, some rules may mislead the classifier in decision making. Thus,
rule-weight learning can be carried out to tune the classifier towards receiving better accuracies. In this section, an
adaptive algorithm for rule-weight learning is proposed and employed to assign a weight in the interval [0,∞] to each
rule.
The proposed rule-weight learning method performs a kind of reward and punishment approach in an adaptive manner.
Using the leave-one-out validation technique, for each left training pattern x, the weights of two rules are updated,
based on the gradient descent method. The most compatible rule with the pattern that has the actual class of x in its
consequent part is rewarded by increasing its weight. On the other hand, the most compatible but with different-class
rule is punished by decreasing its weight.
To optimize the set of weights assigned to the rules, the following objective function is defined which is aimed to be
minimized. The function J represents the misclassification error rate of the classifier, in the leave-one-out validation
approach as presented in (3).

J =
1

n

∑
x

Step
(w 6= · µ6=(x)

w= · µ=(x)

)
, (3)

where, the step function is defined in (4).

Step(τ) =

{
1 if τ ≥ 1

0 if τ < 1
(4)

In (3), the pairs
(
w=, µ=(x)

)
and

(
w 6=, µ6=(x)

)
represent the weights and the compatibility grades associated with the

most compatible rules (with x) of the same and different class, respectively.
One of the problems in using the gradient descent method to minimize J is that, the function J is not differentiable
and even continuous. To handle this issue, the step function is approximated by Sigmoid function, presented in (5),
which is both continuous and differentiable.

Φ(τ) =
1

(1 + eβ(1−τ))
. (5)

Replacing the step function in (3) with Sigmoid, the objective function is reformed as (6).

J =
1

n

∑
x

Φ
(
r(x)

)
, (6)

where, r(x) is defined as shown in (7).

r(x) =
w 6= · µ6=(x)

w= · µ=(x)
, (7)

As mentioned above, J is going to be minimized using the gradient descent method. For this purpose, the weights of
a pair of rules (the nearest same-class and the nearest different-class rules) should be changed each time. Thus, the
derivative of J with respect to w= and w 6= should be computed.
To derive the gradient descent update equations, Φ′(τ) is computed as given in (8).

Φ′(τ) =
∂Φ

∂τ
=

(βeβ(1−τ))

(1 + eβ(1−τ))2
. (8)

Φ′(τ) is a function whose maximum value occurs in τ = 1 and vanishes for |τ − 1| � 0. This function approaches the
Dirac delta function for large values of β. For small values of β, it is approximately constant in a wide range of its
domain.
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Regarding the mentioned equations, the gradient descent equation in (9) is obtained to be used for updating the rule
weight of the nearest same-class rule.

∂J

∂w=
=

∂J

∂Φ

∂Φ

∂r

∂r

∂w=
=
∑
x

Φ′ (r (x))
− w 6= · µ6=(x)

(w=)
2 · µ=(x)

= −
∑
x

Φ′ (r (x))
r(x)

w=
(9)

Similarly, the equation (10) is used for the nearest different-class rule:

∂J

∂w 6=
=

∂J

∂Φ

∂Φ

∂r

∂r

∂w 6=
=
∑
x

Φ′ (r (x))
µ6=(x)

w= · µ=(x)
=
∑
x

Φ′ (r (x))
r(x)

w 6=
(10)

Finally, the equations (11) and (12) are used for updating the two mentioned rules, which can be considered as reward
and punishment tasks.

w=
new = w=

old + η
∑
x

Φ′ (r (x))
r (x)

w=
(11)

w 6=new = w 6=old − η
∑
x

Φ′ (r (x))
r (x)

w 6=
(12)

where η is a small positive real number to represent the learning factor of the algorithm.
The pseudo-code of the rule-weight learning algorithm is given in Figure 5.
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Algorithm GDW(D, R, W, β, η, ε) 
{ 
     // D: training data set; R,W: initial rule-base and weights; 
     // β: sigmoid slope; η: learning factor; ε: a small constant number 

    
     λ' = ∞;  λ = J(R,W);   
     while (|λ' - λ|> ε) 
     { 
            λ' = λ 
            for each x in D 
            { 
                    rule= = NearestRule_SameClass(R,W,x)  

                    rule≠ = NearestRule_DiffClass(R,W,x)  
                    i = index(rule=) and k = index(rule≠) 
                    Compute 𝑟 𝑥  by (7) 

 z1 = Φ'(r(x), β) . r(x)/W[i] 
                    z2 = Φ'(r(x), β) . r(x)/W[k]  
                    W[i] = W[i] + η ×  z1                                                                                  

                    W[k] = W[k] - η × z2  

            } 
            λ = J(R,W)    
     } 
     return W 

} 

Figure 5: The proposed algorithm of rule-weight learning

After running the rule weight learning algorithm, the decision areas of the rules covering many compatible patterns
and few incompatible ones grow more significantly. In other words, better rules will gain more power in determining
the class labels of the query patterns.
One of the parameters needed by the algorithm is η. It can take just a fixed value or may vary among different rules
using some heuristics; for example, it may be proportional to the no. of compatible patterns existing in the decision
area of a rule. Moreover, for smoother (but slower) convergence, it was decreased along the successive iterations of the
algorithm. A generally suitable value of the learning factor for any data cannot be found since it depends on the nature
and characteristics of the training data.
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3.3 Justification of the proposed approach

The present study has focused on proposing a light, descriptive and editable recommender system. Each one of these
properties has been discussed in following. The proposed system is based on extracting proper fuzzy rules as a light
processing task in comparison with heavy learning systems such as deep neural networks. The deep networks not only
have time consuming learning phases, but also require a huge amount of memory space to store the weights of the layers
such that loading most of them is not practical on normal PCs. In addition, learning these models is not stable and
the objective function has many local optimum solutions such that regenerating the results is usually hard and highly
dependable to the learning parameters, cross-validation division, batch sizes and optimization methods. This is why;
the light recommender systems are still attractive.
Even some shallow models such as Support Vector Machines (SVM) are not comparable with the proposed model from
the computational point of view. The large datasets are not usually linearly separable and SVM or other linear models
cannot achieve a good performance except of using non-linear kernels e.g., RBF. The kernel-based SVM is optimized
in the dual model with a kernel matrix of size m × m, whereas m is the number of training instances. In addition,
computational complexity of solving the model is quadratically related to m. This is why; the models such as SVM or
any kernel-based model cannot practically used for large dataset models regarding both memory and time complexity.
The rule-based model including fuzzy systems are, in comparison with the above models, light and executable. Moreover,
SVM is highly sensitive to outliers, noisy support vectors and the value of regularization parameter. Fuzzy systems,
due to the uncertainty property of the rules, achieve more stability in such situations.
It should be notified that; the history of rule-based systems is lied on being descriptive. Although, in the proposed
model, the original features are not preserved, the fuzzy rules, associativity of the antecedents and features, importance
of the fuzzy sets and their frequency in the rules are clear. Hence, any analysis of the model (e.g., sensitive analysis or
extracting adversarial examples) is easy. In addition, the experts can insert to, remove or edit any rule of the model to
adapt the pretrained system for example to cover cold start cases in recommender systems.
Another key feature of the proposed method, which should be noted, is that it can overcome the cold-start problem,
which is a common issue in many recommender systems. As illustrated in the previous sections, the proposed method
does not work based on rating scores and it extracts and uses some implicit features from the existing textual data.
Since in the training phase, the extracted features of users and items are fuzzified and represented by fuzzy rules, the
new user does not need the rating history to be available. Instead, if textual information about the user (i.e., user’s
profile) is available, it can be used as his/her initial data to construct the representative vector. This vector will then be
compared with the fuzzy rules included in the rule-base and the fuzzy reasoning process and the class assignment task
will be accomplished. However, since the user’s profile may include limited or incomplete information, the representative
vector of the user shall be updated over time, as he/she rates the items and writes reviews for them. A similar scenario
can be followed for a new item to become resistant to the cold-start problem, just if a describing catalog is available
for the item.

4 Experimental results

To evaluate the proposed recommender system, the dataset that was illustrated in Section 3.1, has been used. As
mentioned before, the dataset includes 7911600 records and 200 attributes, all extracted from textual elements inside
the reviews. The first 100 attributes in a row describe a user, and the rest describe an item. It was also mentioned that
rating scores 4 and 5 were replaced by the class label 1(′+′), while the label of 0(′−′) was assigned to the others. For a
test user, the final recommendation list offered by the system consists of the set of movies with positive assignments.
To evaluate the proposed classifier, we used the ten-fold cross validation method (in 10 rounds, to reduce the variability).
In each round of the experiment, after shuffling the data set, it was divided into 10 partitions, each time one of the
partitions was left for validation, and training of the classifier was accomplished by the remaining nine partitions. The
mean and SD1 values of the obtained results in different runs were finally computed, which will be shown, subsequently.
We performed ROC analysis to observe the diagnostic ability of the developed classifier. To evaluate the effect of the
proposed rule weighting method, ROC analysis was carried out two times, once before rule weighting and once after
that. AUC values were measured in each case.
Figure 6 shows the ROC curves and AUC values of the proposed recommender system, before and after applying the
rule-weighting mechanism. In these ROC curves, the true positive (TP) rate of recommendations against the false
positive (FP) rate of recommendations at various threshold settings has been plotted. TP is the number of positive
assignments that were correct (i.e., true recommendations), and FP is the number of positive assignments that were
actually negative in the dataset (i.e., false recommendations).

1 Standard Deviation
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(a) Before rule-weighting (b) After rule-weighting

Figure 6: Roc curves and AUC values for the proposed recommender system (classifier), before and after rule-weighting

It can be revealed from Figure 6 that the proposed weighting scheme has a positive effect on the classification ability.
The AUC value was improved from 0.89 to 0.93 after the rule-weight learning was carried out. Comparison of these
AUC values with other supervised methods will be done and reported in the subsequent set of experiments.
Table 1 is devoted to the comparison of the proposed recommender system with other fuzzy model-based collaborative
filtering schemes, in terms of Accuracy, Precision, Recall, F1 score, and AUC. The reported results include the mean
values aggregated from different runs of each algorithm. The proposed scheme has also been compared with similar
recommender systems, most of which work on textual reviews. The results obtained from multiple runs of different
algorithms are given in Table 2, in terms of the standard descriptive statistical calculation, i.e., mean ±SD.

Table 1: Comparison of the proposed recommender system with other fuzzy model-based CF systems

Algorithm Accuracy Precision Recall F1 AUC

F
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y
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st
er

in
g

m
et

h
o
d

s Koohi et al. [34] 58.3 62.2 53.3 57.4 0.6101
He et al. [26] 57.6 63.1 51.8 56.89 0.5917
Katarya et al. [32] 62.8 63.5 61 62.22 0.6364

F
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o
d

s Nguyen et al. [44] 72.3 69.9 74.4 72.07 0.792
Nilashi et al. [47] 75.7 73.5 75.975.975.9 74.68 0.8331

F
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y
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s/
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y
B

ay
es

ia
n

Lucas et al. [51] 64 65.2 69.6 67.32 0.7011
Teng et al. [59] 71.8 70.4 73.3 71.82 0.7826
Zhang et al. [77] 64.4 62.6 65.2 63.87 0.6213

Proposed model (- rule weighting) 84 83.2318 72.08 77.26 0.8991
Proposed model (+ rule weighting) 87.3387.3387.33 888888 75.1315 81.058181.058181.0581 0.93410.93410.9341

Other evaluation metrics used throughout the experiments include Accuracy, Precision, Recall, and F1 Score. Accuracy
is the proportion of true label assignments (′+′ or ′−′) over the total number of assignments, while Precision is the
fraction of actually positive (favorite) items among the recommendation list. Recall is the fraction of favorite items
that have been recommended over the total number of favorite items. The F1 score is the harmonic mean of precision
and recall taking both metrics into account.
The results given in Table 1 and Table 2 show that the proposed recommender system performs better than its
counterparts, which were assessed as well in this experiment. The effect of the adaptive rule weighting method on the
success of the proposed classifier is also clear and considerable. It can be seen in Table 2 that before applying rule
weight learning, the proposed method is not the best in terms of precision, recall, and F1 score. However, after running
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Table 2: Comparison of the proposed recommender system with other review-based systems (mean ±SD)

Algorithm Accuracy Precision Recall F1 AUC
KNN80 (based on reviews’ polarity) 63.66± 0.22 66.25± 0.26 39.25± 0.33 49.30± 0.08 0.52± 0.0072
UPRRP 77.33± 0.38 79.24± 0.94 64.61± 0.42 71.18± 0.89 0.72± 0.013
A3NCF 79.33± 0.43 84.76± 0.57 65.92± 0.4 74.16± 0.92 0.82± 0.0102
ACM (TF-IDF) 69.00± 0.35 78.37± 0.72 42.96± 0.32 55.50± 0.49 0.53± 0.0044
MCM (TF-IDF) 71.00± 0.77 76.66± 0.76 51.11± 0.82 61.33± 0.23 0.62± 0.016
Slope one 83.00± 0.72 87.82± 0.07 74.81± 0.08 80.8± 0.07 0.90± 0.007
Bipolar Slope one 75.33± 0.68 86.74± 0.38 53.33± 0.98 66.05± 1.05 0.61± 0.0052
Biased Matrix Factorization 76.66± 1.24 78.26± 0.67 66.66± 0.76 72.00± 0.86 0.76± 0.0126
Factor Wise Matrix Factorization 75.00± 0.49 77.27± 0.19 62.96± 0.6 69.38± 0.94 0.65± 0.0055
Hernndez-Rubio method 78.33± 0.68 80.95± 1.25 65.38± 0.93 72.34± 0.37 0.74± 0.0077
RAS 81.33± 0.74 87.00± 0.14 66.92± 0.43 75.65± 1.08 0.84± 0.0057
OCBRS 81.00± 1.58 84.61± 0.73 67.69± 0.72 75.21± 0.72 0.85± 0.0072
User Item Baseline 73.66± 0.92 79.78± 0.6 55.55± 1.02 65.50± 0.63 0.62± 0.0075
Proposed model (- rule weighting) 84.00± 0.45 83.23± 1.59 72.08± 0.35 77.26± 0.73 0.89± 0.0038
Proposed model (+ rule weighting) 87.3387.3387.33± 0.7 88.0088.0088.00± 0.82 75.1375.1375.13± 0.09 81.0581.0581.05± 0.04 0.930.930.93± 0.0079

the rule weighting method, the proposed method obtains the best results in terms of all evaluation metrics. To evaluate
the significance of the observed improvements, a further statistical analysis will be presented in the following section.

4.1 Statistical analysis

To determine the significance of the observed improvements, the results obtained from multiple runs of each algorithm
were statistically analyzed using IBM SPSS V.22 (SPSS Inc.). In addition to the standard descriptive statistical
calculation (mean ±SD), which was presented above, for each of the evaluation metrics (i.e., Accuracy, Precision,
Recall, F1 and AUC), One-way ANOVA and Tukey’s HSD tests were performed to determine significant differences
in given comparisons. The significance level was considered 0.05. The one-way ANOVA test is aimed to determine
whether there is an overall difference among the results, while Tukey’s HSD test performs a pairwise comparison, and
allows us to determine between which of the various pairs of means there is a significant difference.
The results obtained from One-way ANOVA test are given in Table 3.

Table 3: The results of One-way ANOVA test on obtained values of different evaluation metrics

Investigated Measure fff-ratio value ppp-value
Accuracy 37.95272 < .00001
Precision 29.71555 < .00001
Recall 442.2285 < .00001
F1 86.77443 < .00001
AUC 161.43198 < .00001

The results of One-way ANOVA test, as shown in Table 3, confirm that there are statistically significant differences
among the means of compared algorithms, for all measures; Accuracy, Precision, Recall, F1 and AUC. However, for
further investigation, the Tukey’s HSD test also seems necessary, to perform a pairwise analysis.
Using the Tukey’s HSD test, the difference significance of every pair of algorithms given in Table 2 were analyzed.
However, in this part of the statistical analysis, we are only interested in analyzing the difference between the method
having the best achieved results and its counterparts. Thus, in Table 4, the results of the Tukey’s HSD test over
only four pairs including the proposed method with rule weighting and its closest competitors are presented. For
ease of presentation, in Table 4, the proposed method with and without rule weighting are denoted as PM+and PM−,
respectively. In this table, Q is the major measure the Tukey test revolves around, which is referred to as the Studentized
range statistic, and is calculated based on the pair of mean values under investigation.
The results of the Tukey’s HSD test revealed that there is a significant difference between the best results which were
achieved by the proposed method with rule weighting, and the results of its counterparts, in most cases. Although,
there were a few cases that the difference was not determined to be significant. These exceptions occurred for RAS
and Slopeone algorithms. The Tukey’s HSD test, showed that the improvement in terms of Precision achieved by
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Table 4: The results of Tukey’s HSD test analyzing the significance of differences observed between different measures
of algorithm pairs

Pairwise Comparisons Q.05 = 4.2319 Q.01 = 5.2933

(Method1 : Method2)
Accuracy Precision Recall F1 AUC
Difference Difference Difference Difference Difference

PM+: PM−
Q = 8.05 Q = 12.32 Q = 16.59 Q = 12.68 Q = 13.82
(p = .00013) (p = .00000) (p = .00000) (p = .00000) (p = .00000)

PM+: OCBRS
Q = 15.30 Q = 8.75 Q = 40.46 Q = 19.54 Q = 27.64
(p = .00000) (p = .00004) (p = .00000) (p = .00000) (p = .00000)

PM+: RAS
Q = 14.50 Q = 2.58 Q = 44.65 Q = 18.07 Q = 31.09
(p = .00000) (p = .38717)∗ (p = .00000) (p = .00000) (p = .00000)

PM+: SlopeOne
Q = 10.47 Q = 0.46 Q = 1.74 Q = 0.84 Q = 11.05
(p = .00000) (p = .99726)∗ (p = .73425)∗ (p = .97479)∗ (p = .00000)

* Non-significant difference

the proposed method compared to the RAS method is not significant. A similar situation is also observed for the
differences between the results of the proposed method and the SlopeOne algorithm, in terms of Precision, recall and
F1, which were non-significant. Except of these few cases, all other improvements that were reported in Tables 1 and
2 are significant. The differences between the results of the proposed method before and after applying the rule weight
learning scheme, were also significant, for all evaluation metrics.

5 Conclusion

In this paper, a review-based recommender system was proposed, which models the users and the items using their
corresponding textual reviews. The proposed scheme does not need the history of numeric rating values for the users
which are not usually precise and reliable. It is also not dependent on user profiles and item catalogs and is suitable
for environments where these two important sources of information are not present. However, if these two sources of
information are available, they can be used for any pair of user and item instead of their belonging textual reviews. In
such cases, the system will be robust against the cold-start problem. The major part of the proposed system is a fuzzy
binary classifier which receives a pair of user and item and predicts whether the user will be interested in the item or
not. It was shown through the experiments against the Movies section of the AMAZON dataset that the proposed rule
weight learning method improves the classification ability of the system, significantly.
The proposed system achieved the AUC value of 93.41%, which is promising when comparing to its counterparts.
Comparing various supervised methods, the best results in terms of accuracy, precision, recall, F1 score and AUC were
received by the proposed method after applying the rule weighting method. It implies the key role of the adaptive
weighting method. That is before tuning the rule weights, the results of the proposed scheme were not the best among
all counterparts. Statistical analysis using One-way ANOVA and Tukey’s HSD tests over the results obtained from
multiple runs of different algorithms showed that for all evaluation metrics applied, the improvements achieved after
applying the rule weighting scheme are significant. Moreover, it was also proved that except of two cases, the differences
between the proposed method (after rule weighting) and other existing methods are significant. Future work may include
focusing on efficiency, fuzzy set tuning, imbalanced problem and noisy patterns. In addition, the fuzzy model can be
integrated with neural networks to use their effectiveness but in a light structure and a white box.
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  بندیک کلاسهسازی طراحی و بهینه نظرات متنی:صیه مبتنی بر رویکرد فازی در تویک 

 شتاریت نونظراهای ضمنی ویژگی اساسفازی بر

تواند تا یک کاربر میتوسط  شده   نوشته  نظرات متنی گر، مجموعه  توصیه های سیستمدر طراحی    .دهیچک

او را آشکار سازد، و محتوای یک   از    قلم داده حدی علایق  با آن    ات متنینظرنیز ممکن است  مرتبط 

اطلا استخراج  طریق  از  دارد  سعی  حاضر  مطالعه  گردد.  کلیدی  استنباط  متنی مجماز  عات  نظرات    وعه 

مدل به  و  موجود،  کاربرها  یک  پب   اقلامسازی  اطلاعات،  این  اساس  بر  بر فازی  بند  کلاسه ردازد.  مبتنی 

 قلم داده به یک    خاصدی یک کاربر  با این هدف که بتواند علاقمن  ؛خواهد شد  و بهینه   طراحیقوانین  

بردار  به یک  که به یک کاربر تعلق دارد    ام نظرات متنی تمبینی کند. بدین منظور، مجموعه  نمونه را بیش

ب شود، نگاشت میکاربر است  آن  که نشان دهنده علایق نوشته شده   نظرات متنیور مشابه، مجموعه  ط . 

نمتفاوت در مورد یک  ان  توسط کاربر آن قلم   دهنده نمایشبردار که    به یکادغام شده و    یزقلم داده 

باشودنگاشت می  ،است  داده  این  .  بر  وصل کردن  بردار،  به عنوان  حاصل می  بزرگترداری  دو  شود که 

به کلاسهداده   بیشنهاد   یرویکرد تطبیقیک  بند  کلاسه  کردنبهینه  برای  بند استفاده خواهد شد.  ورودی 

با یشنهادی  پگر فازی  توصیه  سیستم  کاراییشود.  انجام می  قوانین   ری وزن، یادگیبراساس آن  و  گرددمی

داد  ازاستفاده   ارمجموعه  آمازون  نتایج  ه  است.  شده  شده زیابی  انجام  قابلیت نشان  آزمایشات    دهنده 

 باشد. می های مشابهدر مقایسه با آخرین نمونهیشنهادی پ گر توصیه  سیستم بندی امیدوارکننده کلاسه


