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Abstract

In this paper, we extend some moment inequalities for partial sums of negative

dependence (ND) random variables. Based on these inequalities, some useful in-
equalities are obtained.
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1.Introduction and preliminaries

Let {Xn, n ~ I} be a sequence of ran-
dom variables defined on the probabil-
ity space (0, F, p). The moment in-
equalities and their applications for in-
dependent random variables have been
studied by Petrov (1995). Shao (2000)
and Su (1997) studied moment inequal-
ities for NA random variables. In this

paper, we extend these inequalities for
ND random variables. To prove our
main results we need the following def-
inition, lemmas and theorems.

Then
n n

E[n Xj] :::;n E[Xj].
j=l j=l

Corollary 1. Let Xl, X2,"', Xn be
ND random variables, then for every
real t we have

n

EetSn :::; nEetXi.
i=l

Lemmas 3.([3]) If X be an arbitrary
random variable and p > O.Then

EiXIP = p ioo Xp-l P[lXI ~ x]dx.

Definition I.The random .variables Lemmas 4.([3]) Let {Xn,n 2: I} be a
Xl,' . " Xn are said to be ND If we have sequence of random variables with

EIXIP :::;00 for some p ~ 1 and Sn =
(1) L~=l Xi, Then

n n

p[n (Xj :::;Xj)] :::;n P[Xj :::;Xj],
j=l j=l

and
EISnlP :::; nP-l Mp,n,

where Mp,n= Lj=l EIXjIP.n n

p[n (Xj > Xj)] :::; nP[Xj > Xj], (2) Theorem 1.([3])Let X be a random
j=l j=l variable and /3r = EIXlr for any 0 <

r < s. Thenfor all Xl,"', Xn E R. An infinite
sequence {Xn, n 2: I} is said to be
ND if every finite subset Xl,"', Xn is
ND. The conditions (1) and (2) are
equivalent for n = 2, but these do not
agree for n ~ 3 (see [2])

Lemma 1.([1]) Let Xl,"', Xn be
ND randomvariablesand It "', f n be
a sequence of Borel functions which i)
all are monotone increasing (or all
are monotone decreasing) , then
It(Xd,"', fn(Xn) are ND random ..
variables. 11)

Lemmas 2.([1]) Let Xl,"', Xn
be ND nonnegative random variables.

111 1
/3; :::;ryr-s ./3t ,

where ry = P[X =1=0].

Lemmas 5.([3])If Y is a random vari-
able with dJ. ~ Lk=l P[Xk :::;x]. Then
for any r > 0,

ElYlr = ~t EIXkr
n k=l

pry=1= 0]= ~t P[Xk i=0].
n k=l
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Corollary 2. Applying Theorem 1 to
Y with r = 2 and s = p ;:::2, we con-
clude that

1 nIl 1

BJ :::; [L:P[Xk =1= O]P-p.Ml,n.
k=l

where Bn = 'Lj=lEX].

2. The Main Results

In this section, first we extend an in-
equality for ND r.v.,s that Petrov [3]
proved for independent LV.'S and Su
(1997) proved for NA LV.'S. Then by
using this inequality, we obtain some
moment inequalities for ND random
variables.

Let Fj(x) = P[Xj :::; x] for all real x
and j = 1,2, ,n. SinceYj :::;Xj and
EYj :::;EXj = O. Thus for every h > 0,

EehYj
:::;1 + J~ (ehx - 1 - hx)dFj(x)

+(ehy - 1 - hy)P[Xj 2: y]. (5)

Since the function g(x) = ehX~;-hX,for
every h > 0 is non-decreasing, hence by
(5) obtain

EehYj < 1 ehy - 1 - hy EX~- + 2 JY
ehy-I-hy

:::; exp[ 2 EX]].y

By Lemma 1, the random variables
YI,12, , Yn are ND because the ran-
dom variables Xl, X2, ""Xn are ND.

Theorem 2. Let Xl, X2,"', Xn be Therefore
ND random variables with E(Xi) = 0, '
EXr < 00, i = 1,2,"', nand p 2: 2.
Then for any t > p/2 and x > 0,

n

P[lSnl 2: x] :::;L P[lXjl 2: f]
. j=l

x2
+2et[1+ -tt

tBn

Proof. Sinceproofis similarto Lemma
2.3 (Ref.[3])and Theorem 1 (Ref.[5]),
thus we omit details. We define Yj =
min(Xj, y), y > 0 and Tn = 'Lj=lYj. It
is clear that for everyreal x that x > y,

(3)

[Sn 2: x] ~ [Tn2: x] U [Tn=1= Sn]'

Hence for every h > 0 and by Markov's
inequality

P[Sn 2:x] :::; P[Tn2:x] + P[Tn =1= Sn]
< e-hxEehTn

n

+ L P[Xj 2:y].
j=l

(4)

n

e-hx EehTn :::;e-hx II EehYj
j=l

ehy - 1 - hy
:::;exp[-hx + 2 Bn]. (6)y

We put here h = Iln( ELBX + 1), theny n

e-hx EehTn :::;exp[-~ In( xy + 1)
y Bn

x Bn xy
+- - -In(- + 1)]

y y2 Bn
x x xy

:::;exp[- - -In( - + 1)].
y y Bn

Note that an analogous estimate holds
for P[-Sn 2: x], with replacement of
Zj = min( -Xj, y) and T~ = 'Lj=lZj
by Yj = min(Xj, y) and Tn = 'Lj=l Yj.
Since by Lemma 1 Zl, Z2, ,,,Zn are ND,
hence for every x > 0 and h> 0,

P[lSnl 2: x] :::;P[Sn 2: x]
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+ P[-8n ~ x] :SP[Tn~ x]
+ P[Tn =/= 8n]

+ P[T~~ x] + P[T~=/= -8n]
n

< L P[lXjl ~ y]+ e-hX(EehTn
j=1

+ EehT~)
n

:S LP[IXjl ~ y]
j=l

X X xy
+ 2exp[- - -In(- + 1)],

y y Bn

Let t = :£> p/2, we havey

n

:S LP[IXjl
j=1

x X2
> - ] + 2et[1 + - ]

-t
- t tBn

Hence complete the proof.

P[ISnl ~ x]

~ x/t]dx

1
00 X2

-+- 2pet xP-l[l + -ttdx
0 tBn

= tPMp,n

+ pettp/2f3(p/2, t - p/2)B~/2

:S Ap(NIp,n + B~/2),

where,
Ap = max(pp,pHp/2ePf3(p/2,p/2))
for t = p.

ii) By Lemma 4 and Jensen's inequal-
ity for every p ~ 2, we have

EI8nlP
n

:S Ap(Mp,n + E(L Xj)P/2))
j=l

< A (1 + nP/2-1)M- p p~

< 2A nP/2-1M .- p p,n

Corollary 3. Under the assumptions Corollary 4. Under the assumptions
of Theorem 2 we have of Theorem 2,

i)

Proof.

EI8nlP :S Ap[l
n

+(L P[Xj =/= 0])P/2-1]Mp,n.
j=l

(9)

Proof. By Corollaries 2 and 3 we have

EISnlP :S Ap(Mp,n + B~/2)
n

:SAp[l+ (L P[Xj =/= 0])P/2-I]Mp,n
j=l

This complete the proof.

i) By Lemma 2 and (3) for every x > 0 Remark 2. If the sum "2:/./=1P[Xj =/=0]
and p ~ 2, we have grows slower than n, particular, if

00 Ej=l P[Xj =/= 0]= O(na), 0 < a < 1,
EI8nlP = p 1 xp-l P[lSnl ~ x]dxthen (6) gives a better estimate than

~ 00 (5) does.

< p L 1 xP-IP[lXjlj=l 0 Theorem 3. Let Xl, X2,..', Xn are

EISnlP :SAp(Mp,n + B/2), (7)

ii)

EIS IP< 2A nP/2-1M. (8)n - p n

Where Ap > 0 depends only on p.
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ND random variables and EXk = 0 for now Theorem 3 for every p > 1, com-
k = 1,2,..', n. Then for every p > 1, plete the proof.

EI8nlP ::; Ap(Mp,n + D~), (10) Acknowledgments

Where Dn = Ej=l EIXjl and Ap is a The authors are verygrateful to the ref-
positive constant depending only on p. erees for the suggestions which allowed

us to improve this paper.
Proof Since g(x) = ehX-;x-l for any
h > 0 is a nondecreasing function;
hence, by applying it in proof of The-
orem 2 and EXj ::; EIXjl for h =
Iln(1 + JLD ) > 0, we obtainY n

P[l8nl ~ x]
n X

::; L: P[lXjl~ i]
j=l

x
]
-t

+ 2e[1+ tDn '
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