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Abstract 

In this paper, boundary value problems of fractional order are converted into an 
optimal control problems. Then an approximate solution is constructed from 
translations and dilations of a B-spline function such that the exact boundary 
conditions are satisfied. The fractional differential operators are taken in the 
Riemann-Liouville and Caputo sense. Several example are given and the optimal 
errors are obtained for the sake of comparison. The obtained results are shown 
that the technique introduced here is accurate and easy to apply. 
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Introduction 
Fractional calculus and fractional differential 

equations are considered as a part of classical 
calculus(refer to [15] or [17] a historical survey). They 
have been successfully applied to many fields, such as 
viscoelastic material, signal processing, control, 
quantum mechanics, meteorology, finance, life sciences 
[6, 9, 13, 15, 17, 18]. Many paper have focused on the 
analytical or the numerical study of fractional initial 
value problems [4, 5, 16, 18, 22]. Comparatively, little 
attention has been paid to the fractional boundary value 
problems. In this context, the existence of solution of 
the Strum-Liouville problem for an fractional 
differential equation and the Dirichlet-type fractional 
boundary value problems have been consider by 
Aleroev [1]. A class of fractional boundary value 
problems with Riemann-Liouville fractional derivatives, 
some kind of fractional boundary value problems with 

Caputo's derivatives, and a couple system of nonlinear 
fractional differential equations have been consider by 
Kilbas and Trujillo [11], Zhang [23], Bai and Lu [2], 
and Su [20] respectively; The least squares finite-
element technique is employed by Roop and his 
coworkers to solve some kind of fractional boundary 
value problems [6, 7]; The Adomian decomposition 
method is used by Jafari and Daftardar-Gejji to find 
approximation and positive solution for a kind of 
fractional boundary value problems with Caputo's 
fractional derivative [10]. Moreover spline collocation 
method is used by Li and his coworkers for solving two-
point boundary value problems of fractional differential 
equations [21]. 

In this paper we used least square method and B-
spline functions for solving fractional boundary value 
problems that used by Loghmani for arbitrary-order 
problems with separated boundary conditions [12]. 
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1. Preliminaries and Notations 
In order to proceed, we need the following 

definitions of fractional derivatives and integrals. We 
first introduce the Riemann-Liouville definition of 
fractional derivative operator aJ α . 
Definition 2.1. Let Rα +∈ . The operator aJ α , defined 
on the usual Lebesgue space [ ]1 ,L a b  by 

11( ) = ( ) ( ) ,
( )

x

a a
J f x x t f t dtα α

α
−−

Γ ∫  (1) 

0 ( ) = ( ),aJ f x f x  

for a x b≤ ≤ , it is called the Riemann-Liouville 
fractional integral operator of order .α  

Properties of the operator aJ α  can be found in [18]. 
For [ ]1 , , , 0f L a b α β∈ ≥  and > 1γ − , we mention 
only the following: 

[ ](1) ( ) , ,aJ f x exists for almost every x a bα ∈  

(2)    ( ) = ( ),a a aJ J f x J f xα β α β+  

(3)    ( ) = ( ),a a a aJ J f x J J f xα β β α  

( 1)(4)    ( ) = ( ) .
( 1)aJ x a x aα γ α γγ
α γ

+Γ +
− −

Γ + +
 

Definition 2.2. The fractional derivative of ( )f x  in the 
Riemann-Liouville sense is defined as 

1

( ) = ( )

1= ( ) ( ) ,
( )

m m
a a

m x m
m a

D f x D J f x

d x t f t dt
mdx

α α

α

α

−

− −−
Γ − ∫

 (2) 

where m N∈  and satisfies the relation 1 < ,m mα− ≤  
and [ ]1 ,f L a b∈ . 

Properties of the operator aD α  can be found in ([18], 
[19]). For 1 < , ,m mα β− ≤ >x a  and > 1γ −  we 
mention only the following:  

( 1)(1)    ( ) = ( ) ,
( 1)aD x a x aα γ γ αγ
γ α

−Γ +
− −

Γ − +
  

(2)    ( ) = ( ).a aD J f x f xα α    

The Riemann-Liouville derivatives have some 
certain disadvantages when we try to model real-world 
phenomena with fractional differential equations. 
Therefore, we shall introduce a modified fractional 
differential operator D α

∗  proposed by Caputo in his 

work on the theory of viscoelasticity [3]. 
Definition 2.3. The fractional derivative of ( )f x  in the 
Caputo sense is defined as  

1 ( )

0

( ) = ( )

1= ( ) ( ) ,
( )

m m

x m m

D f x J D f x

x t f t dt
m

α α

α

α

−
∗

− −−
Γ − ∫

 (3) 

( ) = ( ),D J f x f xα α
∗  

for 1 < , , > 0m m m N xα− ≤ ∈ .  

2. B-Spline Solution 
The present work is to solve the more general form 

of fractional differential equations with boundary 
conditions. Consider the boundary fractional value 
problem 

( ) ( ) ( ) = ( ), 1 ,aD y t Ly t Ny t f t m mα α+ + − < ≤  (4) 

1 2( ) = , ( ) = , ,y a y b a t bβ β ≤ ≤  (5) 

where 1 2andβ β  are constants. The term ( )aD tα  
denotes a linear fractional differential operator, ( )Ly t  
is linear ordinary differential operator, ( )Ny t  is a 
nonlinear operator and ( )f t  is a given function. 

We define  

( ( )) = ( ) ( ) ( ) ( ) = 0,aG y t D y t Ly t Ny t f tα + + −  

with boundary condition (5). 
We convert the problem to an optimal control 

problem 

[ ]
2 2

2 ,
( ( )) ( ( ( ))) ,min min

b

L a b ay y
G y t G y t dt= ∫  (6) 

with boundary condition (5). 
The actual solution of (4) and (5) is a function v  

such that 

[ ]
2

2 ,

1 2

( ( )) = 0,

( ) = , ( ) = .
L a b

G v t

v a v bβ β





 (7) 

The sketch of the approximate solution is delineated 
as follow: 

Consider B-spline function of order p, which due to 
iteration form 

1
,0

1
( ) =

0 0.
i i

i

t t t
B t

w
+< ≤




 (8) 

and if > 1l  
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, , 1 1, 1
1 1

( ) = ( ) ( ) ( ) ( ),i i l
i l i l i l

i l i i l i

t t t tB t B t B t
t t t t

+
− + −

+ − + +

− −
+

− −
(9) 

where 0 1 1, ,..., nt t t +  is a non-decreasing sequence of 
knots and l is the order of the curve. Theses functions 
difficult to calculate directly for a general knot 
sequence. However, if the knot sequence is uniform 
(0,1,2,...n), it is quite straight forward to calculate these 
functions and they have some surprising properties. 

For a fixed ,k N∈  consider an equal partition 
1< < 2 < ... < ( 1).2 =ka a h a h a p h b−+ + + +  

on [ , ]a b  where 1=
( 1).2k

b ah
p −

−
+

. Define 

1

1

( 1).2( ) = ( ( ) ),

= ,...,0,..., ( 1).2 1,

k

ki

k

pB t B t a i
b a

i p p

−

−

+
− −

−

− + −

 (10) 

where B  is a scaling function and 
1( , = ,...,..., ( 1).2 1)k

kiB k N i p p −∈ − + −  are translation 
and dilation of B  as prescribe in [12]. 

We approximation the solution of boundary value 
problems of fractional order (4) and (5) by combination 
of the translation and dilation vertion of a B-spline 
function as follow:  

1( 1).2 1

=
( ) = ( ),

kp

k i ki
i p

v t c B t
−+ −

−
∑  (11) 

where the coefficients { }ic  are determined from the 
condition 1 2( ) = , ( ) =k kv a v bβ β  and the following 
least square problem  

2
2[ , ]

( ( )) .min k L a bci

G v t  (12) 

The minimization problem is equivalent to the 
following system which is called normal equation: 

2 1
2[ , ]

1

( ( )) =0 = ,...,0,...,( 1).2 1,

( )= , ( )= .

k
k L a b

i

k k

G v t i p p
c

v a v bβ β

−∂ − + −∂



 (13) 

3. The Algorithm 
In this section, we present the detailed steps of the 

our method: 
step 1) 

Choose a degree k  and construct ( ) ,kiB t s′
1= , ,0, , ( 1).2 1,ki p p −− + −   on interval [ , ]a b  then 

express the solution ( )kv t  as described in equation 
(11), section 3. 
step 2)  

Substitute the approximate solution ( )kv t  into the 
differential equation (4), to obtain the function 

( ( ))kG v t . 
step 3)  

Substitute the approximate solution ( )kv t  into 
boundary conditions (5), to obtain the following 
equations:  

1 0 1 1( 1).2 1

2 0 1 2( 1).2 1

( , , , , ) = ( ) = 0,

( , , , , ) = ( ) = 0.

p k kp

p k kp

g c c c v a

g c c c v b

β

β

− −+ −

− −+ −

−
 −

 

 

 

step 4)  
Construct the error function G  over [ , ]a b :  

( )2
0 1( 1).2 1

( , , , , ) = ( ( )) .
b

p k kp a
G c c c G v t dt− −+ − ∫   

step 5)  
Find 1, = , ,0, , ( 1).2 1,k

ic i p p −− + −   by solving 
the following optimization problem:  

1
1( 1).2 1

0 ( 1).2 1, , , ,0
min ( , , , , ),k

p kp
p pc c c

G c c c −
− −+ −

− + −
 

   

with boundary conditions (13). This minimization 
problem can be solved by finding the solution of the 
following normal equations . 

0 1( 1).2 1

1 0 1 1( 1).2 1

2 0 1 2( 1).2 1

( , , , , ) = 0,

( , , , , ) = ( ) = 0,

( , , , , ) = ( ) = 0.

p kp
i

p k kp

p k kp

G c c c
c

g c c c v a

g c c c v b

β

β

− −+ −

− −+ −

− −+ −

∂
 ∂ −


−


 

 

 

 

step 6)  
Form the approximate solution ( ) =kv t

1( 1).2 1

=
( )

kp

i ki
i p

c B t
−+ −

−
∑ . 

4. Analysis of the Method 
For discussion about analysis of the method we 

denote that in equation (4) if put mα =  then we obtain 
an ordinary diffferential equation. In [12] least square 
method has been applied for arbitrary-order problems 
with separated boundary conditions. In that paper by 
selection of , ( )k iB t  in the form (10) the numerical 
method find a sequence of functions { }kv  of B-spline 
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functions such that the exact boundary conditions are 
satisfied. Also, up to an error kε , the functions kv
satisfies the differential equation where 0kε →  as 
k → +∞ . 

Therefore, convergence analysis of the method when 
mα =  was described in [12] and for fractional 

differential equation is an open problem. 

5. Numerical Examples 
In this section, six problems will be tested using the 

mentioned method. The results of minimization problem 
have been obtained by MAPLE12. The least square 
errors 2( . . ( ( ) ( )) )

b

ka
LSE i e y t v t dt−∫  in the analytical 

solution for test problems were calculated and are 
depicted in Tables 1-4. In example 6.4 our method have 
been compared with Haar wavlet method in [16]. 

Riemann-Liouville Fractional Derivative 

Example 6.1. [21] Let us consider the linear boundary 
value problem of Riemann-Liouville fractional order 

0.5( ) sin ( ) ( ) = ( ), 0 < < 1,''y t t D y t ty t f t t+ +  (14) 

with the boundary conditions:  

(0) = (1) = 0,y y  

where  
9 8 6 5

7.5 6.5

( ) = 56 42

32768 2048sin ( ),
6435 429

f t t t t t

t t t
π π

− + −

+ −
 (15) 

and the exact solution is 8 7( ) =y t t t− . 
We use the mentioned method and the following 

result has been obtained. Approximate solution for k=2 
and p=3 is  

2 2, 3 2, 2

2, 1 2,0 2,1

2,2 2,3 2,4

2,5 2,6 2,7

( ) 0.000037 ( ) 0.000006 ( )

0.000061 ( ) 0.000074 ( ) 0.000505 ( )

0.003200 ( ) 0.012373 ( ) 0.034505 ( )

0.057381 ( ) 0.032491 ( ) 0.187344 ( ).

y t B t B t

B t B t B t

B t B t B t

B t B t B t

− −

−

= +

− − −

− − −

− − +

 

In Figure1 the approximate solution and the exact 
solution of Eq.(14) have been plotted for (k=2, p=3). 

 
Example 6.2. [19] Consider the following linear 
boundary value problem of fractional order 

Table 1. Least square error(LSE) for test problems 

Example k p LSE 

1 
2 1 0.177200e 4−  
2 3 0.306464e 6−  

2 
2 2 0.849746e 8−  
2 3 0.742175e 12−  

3 
2 3 0.205210e 4−  
3 3 0.301583 5e −  

 
Table 2. Comparison of Haar wavlet [16] and our method 
with 2,  2k p= =  for 1.4α =  

x Harr wavlet method  
with M=32 

Our method  
for K=2, p=2 

0.1 61.45713 10−×  58.23871 10−×  
0.2 96.98702 10−×  52.69316 10−×  
0.3 83.38714 10−×  50.47382 10−×  
0.4 73.13234 10−×  41.09416 10−×  
0.5 77.84210 10−×  43.44962 10−×  
0.6 61.58534 10−×  51.29711 10−×  
0.7 74.81312 10−×  54.76136 10−×  
0.8 77.98561 10−×  50.69128 10−×  
0.9 61.17157 10−×  55.81512 10−×  

 
Table 3. Comparison of Haar wavlet [16] and our method 
with 2,  3k p= =  for 1.8α =  

x Harr wavlet method  
with M=32 

Our method 
for K=2, p=3 

0.1 71.49112 10−×  112.74437 10−×  
0.2 78.90900 10−×  111.08624 10−×  
0.3 71.14669 10−×  114.39901 10−×  
0.4 71.86018 10−×  116.21045 10−×  
0.5 72.66526 10−×  100.29815 10−×  
0.6 76.05455 10−×  111.69136 10−×  
0.7 61.05672 10−×  111.72410 10−×  
0.8 71.85259 10−×  112.41326 10−×  
0.9 73.54806 10−×  123.91543 10−×  

 
Table 4. Least square error(LSE) for different values of , k p  
for Example 5.6 

k p Least squar error 
1 1 0.28419e 4−  
1 2 0.35964e 5−  
2 2 0.34786e 6−  
2 3 0.76747e 6−  
3 3 0.15693e 7−  

www.SID.ir



Arc
hive

 of
 S

ID

B-Spline Solution of Boundary Value Problems of Fractional Order Based on Optimal Control Strategy 

63 

0.5 1( ) = ( ), 0 < < 1,tD y t e erf t t
tπ
+  (16) 

with the boundary conditions:  

(0) = 1, (1) = ,y y e  

one can easily check that ( ) = ty t e  is the exact 
solution. 

Presented method has been applied for the above 
example. Approximate solution for k=2 and p=3 is 

2 2, 3 2, 2

2, 1 2,0 2,1

2,2 2,3 2,4

2,5 2,6 2,7

( ) 0.880201 ( ) 0.997399 ( )

1.130203 ( ) 1.280686 ( ) 0.1.451207 ( )

1.644434 ( ) 1.863390 ( ) 2.111495 ( )

2.392635 ( ) 2.711214 ( ) 3.072199 ( ).

y t B t B t

B t B t B t

B t B t B t

B t B t B t

− −

−

= +

+ + +

+ + +

+ + +

 

In Figure 2 the approximate solution and the exact 
solution of Eq.(16) have been plotted for (k=2, p=3). 
Example 6.3. [21] Consider the following linear 
boundary value problem of fractional order  

0.5' ( ) ( ) = ( ), 0 < < 1,y t D y t f t t′ +  (17) 

with the boundary conditions:  

(0) = (1) = 0,y y  

where  

4.5 3.5 3 2256 128( ) = 20 12 ,
63 35

f t t t t t
π π

− + −  (18) 

one can easily check 4( ) = ( 1)y t t t −  is the analytical 
solution. 

We use the mentioned method and the following 
result has been obtained. Approximate solution for k=3 
and p=3 is 

3 3, 3 3, 2

3, 1 3,0 3,1

3,2 3,3 3,4

3,5 3,6 3,7

3,8

( ) 0.001701 ( ) 0.000130 ( )

0.002222 ( ) 0.002321 ( ) 0.004609 ( )

0.004561 ( ) 0.050314 ( ) 0.078343 ( )

0.081544 ( ) 0.020926 ( ) 0.016524 ( )

0.044217 (

y t B t B t

B t B t B t

B t B t B t

B t B t B t

B t

− −

−

=− −

− − −

− − −

− − −

− 3,9 3,10

3,11 3,12 3,13

3,14 3,15

) 0.026497 ( ) 0.104850 ( )

0.197241 ( ) 0.460017 ( ) 0.176244 ( )

0.820379 ( ) 0.389004 ( ).

B t B t

B t B t B t

B t B t

− −

− − +

+ +

 

In Figure 3 the approximate solution and the exact 
solution of Eq.(17) have been plotted for (k=3, p=3). 

Examples 1-3 show that when k and p are changed 
the least square errors are different. Least square errors 
for above examples are listed in the following Table for 
different values of k and p. 
Example 6.4. [16] Consider the boundary value 
problem for inhomogeneous linear fractional differential 
equation 

( ) ( ) = ( ), [0,1],D y t ay x g t tα + ∈  (19) 

1(0) 0, (1) ,
( 2)

y y
α

= =
Γ +

 

where 1 2α< ≤ , a R∈ / . For 
1

( )
( 2)
atg x t

α

α

+

= +
Γ +

 the 

exact solution of boundary value problem is 
1

( )
( 2)
ty t
α

α

+

=
Γ +

. For comparison of presented method 

and Haar wavlet method in [16] the absolute error is 
given in the Tables 2 and 3. In the Tables 2 and 3 we 
compare our method and Haar wavlet method for 

31.4, , 2, 2
57

a k pα = = = =  and 31.8, , 2
57

a kα = = =  

and 3p = , respectively. 

Caputo Fractional Derivative 

Example 6.5. [8] Let us consider the nonlinear 
boundary value problem of Caputo fractional order  

2.4 3( ) ( ) = ( ),D y t y t f t∗ −  (20) 

with the boundary conditions: 

(0) = 0, (1) = 2,y y  

where  
3

6 7 9510( ) = 3 ,
3( )
5

f t t t t t+ + +
Γ

 (21) 

and the exact solution is 2 3( ) =y t t t+ . 
We use the mentioned method and the following 

result has been obtained. Approximate solution for k=2 
and p=2 is 

2 2, 2 2, 1

2,0 2,1 2,2

2,2 2,4 2,5

( ) 0.008334 ( ) 0.002346 ( )

0.021948 ( ) 0.041673 ( ) 0.032124 ( )

0.347687 ( ) 0.528754 ( ) 0.612854 ( ).

y t B t B t

B t B t B t

B t B t B t

− −= +

+ + +

+ + +

 

In Figure 4 the approximate solution and the exact 
solution of Eq.(20) have been plotted for k=2, p=2. 
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Figure 1. Approximate solution for Example 6.1. 

 

 

Figure 3. Approximate solution for Example 6.3. 

 
Example 6.6. Consider the boundary value problem of 
fractional order  

1.5 ( ) '( ) ( ), [0,1],D y t y x g t t∗ + = ∈  (22) 

with the boundary conditions: 

1 1(0) , (1) .
2 3

y y= =  (23) 

The exact solution of this problem is 1( )
2

y t
t

=
+

 

and ( )g t  determine by substitute the exact solution in 
above equation. 

We apply the mentioned method and the least squar 
errors for different values of k,p is shown in the  
Table 4. 

 

Figure 2. Approximate solution for Example 6.2. 

 

 

Figure 4. Approximate solution for Example 6.5. 

 
Results and Discussion 

In this paper, the B-spline method has been 
successfully used for finding the solution of linear and 
nonlinear boundary value problems of Riemann-
Liouville and Caputo fractional order. The method was 
used in a direct way without using linearization, 
discritization or perturbation assumptions. Our method 
can be used to solved the linear and nonlinear multi-
term fractional (arbitrary) orders differential equation. 
Several examples are given to demonstrate the 
powerfulness of the proposed method. 
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