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Abstract 

Multi-label classification aims at assigning more than one label to each instance. Many real-world multi-label 

classification tasks are high dimensional, leading to reduced performance of traditional classifiers. Feature selection is a 

common approach to tackle this issue by choosing prominent features. Multi-label feature selection is an NP-hard 

approach, and so far, some swarm intelligence-based strategies and have been proposed to find a near optimal solution 

within a reasonable time. In this paper, a hybrid intelligence algorithm based on the binary algorithm of particle swarm 

optimization and a novel local search strategy has been proposed to select a set of prominent features. To this aim, features 

are divided into two categories based on the extension rate and the relationship between the output and the local search 

strategy to increase the convergence speed. The first group features have more similarity to class and less similarity to 

other features, and the second is redundant and less relevant features. Accordingly, a local operator is added to the particle 

swarm optimization algorithm to reduce redundant features and keep relevant ones among each solution. The aim of this 

operator leads to enhance the convergence speed of the proposed algorithm compared to other algorithms presented in 

this field. Evaluation of the proposed solution and the proposed statistical test shows that the proposed approach improves 

different classification criteria of multi-label classification and outperforms other methods in most cases. Also in cases 

where achieving higher accuracy is more important than time, it is more appropriate to use this method. 

 

Keywords 

Feature selection, Multi-label classification, Local search strategy, Swarm intelligence, Particle swarm optimization. 

 

1. Introduction 

Supervised learning is associated with inferring the 

relations between input instances and class labels. In 

traditional classification tasks, each instance is associated 

with a class label. However, in many real-world scenarios, 

an instance may be associated with multiple labels. For 

example, in the news classification, a piece of news 

related to the publication of a new iPhone cell phone is 

associated with both the business and the technology 

labels. In other words, each instance could be related to a 

set of labels instead of one label. The existing methods 

can be divided into two main categories. The first 

category is transforming the multi-label learning problem 

into a set of single classification problems and using the 

single-label learning algorithms. The second category is 

adapting the existing classifier algorithms to address the 

multi-label classification task.  Achievement of high 

classification accuracy is an essential task in the real 

world because it determines the success of applications. 

The feature selection methods have attracted much 

attention because they can significantly improve 

classification accuracy by selecting of most prominent 

features. On the other hand, many irrelevant and 

redundant features may substantially degrade the 

accuracy of learned models and reduce the performance 

of the learning models. So the main problem is reducing 

the dimensions while considering the computational 

complexity of the model. For this reason, feature 

selection is the first step in the classification process. 

Real data may contain features from variable 

communications to predict class labels. For example, to 

predict a disease label such as "diabetes," the feature 

gender is less relevant than the feature age. The irrelevant 

features typically decrease the accuracy of the 

classification model and the efficiency of the 

computational resources. Therefore, the main idea of 

feature selection is to select a subset of salient features by 

eliminating irrelevant features and highly correlated 

redundant features. This reduction helps to accelerate the 

learning process. 

There are three main types of feature selection 

methods that are used in a classification called filter [1-7] 

wrapper [8-12], and embedded [13-15] The filter method 

seeks features that maximize a criterion, without 

depending on any particular learning model. Wrapper 

methods employ a learning algorithm to evaluate feature 

subsets. In other words, in each iteration for each found 

solution, it needs to run a classifier. The filter-based 

methods are faster than wrapper-based methods, but due 

to the lack of a learning model in their search process, the 

final result will be less informative than wrapper-based 
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methods. Finally, embedded methods use the benefit of 

both wrapper and filter methods. 

The wrapper-based methods are divided into 

sequential and global search methods [16-18]. The 

sequential search methods are divided into backward and 

forward search methods. The backward search method 

starts with a complete set of features. In each step in the 

method, one feature is removed concerning the 

performance of the classifier. The forward search method 

begins with an empty set of features. In each step in the 

process, one feature is added to the features set to 

increase the classifier's performance. In recent years, the 

metaheuristic algorithms have been attracted a lot of 

attention due to their excellent performance in solving 

feature selection problems such as Ant Colony 

Optimization (ACO) [5, 6, 19-21], Genetic Algorithm 

(GA) [11, 22-24], Simulated Annealing (SA) [25, 26] and 

Particle Swarm Optimization (PSO) [10, 27-31].  

Recently, a wrapper algorithm for feature selection 

based on particle swarm optimization has been proposed 

[10]. The results of this paper show the efficiency of this 

algorithm. However, in some situations, the results show 

low accuracy and trapping in a local optimum. To solve 

this issue, in this paper a local search strategy has been 

proposed, which improves the algorithm's performance 

and accuracy and increases the convergence speed. 

According to this strategy, the similarity of each feature 

with other features is calculated based on the Mutual 

Information (MI) theory. Redundant features are usually 

more similar to the other features. Also, the relation of 

each feature is calculated with the class labels. Finally, a 

criterion is proposed based on these two parameters that 

show the feature's relevance. The features are sorted by 

this criterion and divided into two categories. The first 

are those of the independent and related features, and the 

second category contains less relevant and more 

redundant features. To employ this strategy into the 

search process, a mutation phase is added to the Particle 

Swarm Optimization (PSO) algorithm. Based on this step, 

relevant features are added from the first group to the 

solution and remove those which are belong to the second 

category for each response in the population. This 

strategy will lead to a rapid convergence and 

convergence speed. In other words, the proposed method 

uses the correlation between features and problem labels 

to improve the search process. in addition, this method 

tries to decrease the number of features in the final subset 

by estimating the size of the subset. The main objectives 

and novelties of the proposed method are summarized as 

follows:  

 

(1) A local search strategy integrated with PSO is 

proposed to reduce the dimensionality of the feature 

subset and select a desired subset. 

 

(2) The goal of the local search strategy is to guide 

the search process of PSO to select distinct features to 

their correlation information. 

 

(3) The use of correlation information to guide the 

search process in particle swarm optimization is that the 

non - correlated (non - similar) characteristics are more 

likely to be selected from correlated features. 

(4) To select a small number of salient features using 

a specific subset size scheme is proposed. 

 

(5) This algorithm has better performance and faster 

convergence speed compared to the algorithm proposed 

in [10]. 

 

The remainder of this paper is organized as follows. 

Section 2, provides the existing multi-label feature 

selection methods with their pros and cons and 

summarize them in a table. In the third section, the 

proposed method is briefly described. The experiments 

and results are presented in Section 4. Finally, in the fifth 

section, the paper concludes. 

 

2. Related works  

The primary purpose of feature selection methods is 

to reduce feature space dimensions and improve 

classification performance by eliminating irrelevant and 

redundant features. In general, feature selection methods 

are divided into three categories: Filter, Wrapper, and 

Embedded. The filter methods independently reduce the 

learning dimension of the data. These methods rank 

features based on some criteria and delete features that 

do not have good scores. Various criteria have been 

proposed for assessing the quality of selected features, 

including Mutual Information (MI) [32], Information 

Gain (IG)[3], Relief-F, and its extensions[2].  

To solve the multi-label feature selection problems, 

one should first transform the multi-label data into one or 

more single-label data. Then The feature selection 

algorithms are performed on these single label data. Chen 

et al. [33] proposed a systematic document 

transformation framework that assigns the labels weights 

to a multi-label document using an entropy-based 

conversion technique. Also, 𝐒𝐩𝐨𝐥𝐚ô𝐫  et al. [34] used 

𝐋𝐚𝐛𝐞𝐥 − 𝐏𝐨𝐰𝐞𝐫𝐞𝐬𝐭  (LP) and Binary Relevance (BR) 

techniques to data transformation and compare the 

efficiency of these methods aim to select the Relief-F and 

Information Gain (IG). However, BR is not able to 

distinguish between tag and LP in the training phase. 

Also, there is no distinction between the features of the 

sample. In contrast, BR is simple, and LP can detect the 

correlation between labels. This feature has fewer 

features and is due to the interaction between the features. 

It is a multivariate search capable of distinguishing two 

samples from a class or different classes. Dimensionality 

reduction without hurting the classifier performance 

determines the dependence between each feature and 

class label. In [35], a pruned problem procedure (PPT) 

has been introduced as a greedy feature selection method 

based on multi-dimensional information. This method is 

ineffective in the high dimensions. In this method, LP can 

also detect the correlation between the labels and the 

dependency between the labels. In [36] has been 

employed to transform multi-label data into single label 

data. Next, a greedy feature selection method is 

introduced based on the multiple information. The 

method presented in [37] expands the initial results of [35] 

and suggests a method of pruning parameter selection. 

This method considers the possible dependencies 

between class labels and between features during the 

selection process. Also, a method for automatic tuning of 
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pruning parameters based on permutation testing has 

been proposed, and scalability is reduced. Authors in [2] 

propose a technique that transforms the multi-label 

problem to a single label problem using PPT and then 

employs the Relief-F algorithm to assign weight to each 

feature. They also present a further development of 

Relief-F for the multi-label feature selection problem. 

This method is only for binary classes with no missing 

value. Relief also selects fewer features and is since it 

considers the interaction between features. It is a 

multivariate search and can clean two instances of a 

different class. In another study, a fast feature selection 

method based on information-theoretic has been 

proposed. The approach increased the speed of the search 

process by removing unnecessary measures and 

identifying the combinations of important labels [38]. 

This search algorithm finds random subsets in each 

iteration, and therefore a large number of features are 

selected. In this way, the cost of complexity is reduced 

by the Score function. Lin et al. proposed a multi-label 

feature selection method that selects outstanding features 

based on the neighbour-hood mutual information. The 

proposed approach introduces the margin of the instance 

to granulate all instances under different labels at first. 

They also define three other concepts of the neighbour-

hood mutual information based on various cognitive 

viewpoints. Then, they have introduced an optimization 

objective function to evaluate the quality of candidate 

features. In this method, the classifier has high 

computational complexity and does not consider the 

dependency between the labels. Also, three different 

neighbour-hoods are defined that are used to evaluate the 

quality of selected features [1].  

In embedded methods, a search algorithm is 

performed to find a suitable subset of features by a 

learning algorithm. Lin et al. [13] proposed an embedded 

feature selection approach into multi-label classification, 

Multi-label Embedded Feature Selection (MEFS). To 

evaluate the features, "MEFS" adopts an evaluation 

criterion and uses a search strategy to find a suitable 

feature subset. The experimental results show that the 

performance of the proposed algorithm is superior to the 

filtering methods in the Music Emotion dataset.  In [14], 

an embedded feature selection method has been proposed 

for classification with missing labels. The missing labels 

are covered using the robust linear, and l2 determines the 

specified features, p-norm effectively (0<p≤1). In this 

method, the classifier is of high computational 

complexity, and the dependency between the labels is not 

intended. Also, missing labels are recovered and are 

predictable. 

Wrapper methods use a predefined learning algorithm. 

The method selects features that increase the efficiency 

of the learning algorithm. In [11], the feature extraction 

method is presented based on PCA, combined with a 

genetic algorithm selection method. In[8], the authors 

present a memetic selection method to redefine the subset 

of the features found by the genetic search. In this method, 

a genetic algorithm is a random method that can select 

many features. Also, the GA algorithm is simple to 

implement, and the coating method is highly accurate. In 

[36], a multi-label feature selection algorithm is 

introduced based on mutual information and GA. In the 

first step, the mutual information is used to complete the 

selected features locally. Then, based on the results of 

this step, the GA selects a subset of optimal global 

features.  

Some tasks have been done in the multi-label feature 

selection that uses the concept of multi-objective 

optimization. In all of these methods, wrapper methods 

are used that are usually based on metaheuristics. For 

example, Zhang et al. [10] used the PSO algorithm, and 

the authors in [12] used GA. In both studies, two or three 

evaluation criteria are simultaneously optimized. For 

example, in [12], the authors used accuracy, Hamming, 

and micro-Average measures. This method is very high 

in high-dimensional data. In this method, BR is used with 

a simple implementation. LP is also able to detect the 

correlation between labels. The accuracy of this method 

is higher than the filtering methods. Authors in [39] used 

the Hamming loss and accuracy measures, while Zhang 

et al. in  [10] used the hamming loss and the number of 

selected features. This algorithm is random and therefore 

increases the probability of a large number of selected 

features. The PSO has fast convergence and utilizes 

multi-objective features. 

The related publications to the multi-label feature 

selection methods are summarized in Table 1. The first 

column, feature selection category, demonstrates the 

feature selection classification method (Embedded, Filter, 

or Wrapper). Also, the second column, data 

transformation, indicates whether this method is used in 

the transformation technique. The next column, the 

classification algorithm, shows the classification strategy, 

while the feature selection column shows the feature 

selection technique used in each method. Finally, in the 

data sets column, the datasets that are used in each 

method are listed. 

3. Proposed method 

The PSO is a swarm-intelligence optimization 

approach that was first proposed in 1996 that inspired by 

the behaviour of birds when searching for food [40]. In 

PSO, first, an initial response set is generated. Then, to 

find an optimal solution in the possible response space, 

or for generations, a response is made. Each particle is 

defined as multi-dimensional with two values of location 

and velocity. In each stage of the particle movement, 

velocity and position of each particle, guides the best 

answers are determined in terms of merit for all particles. 

The most important advantage of the PSO algorithm 

over other algorithms is finding a better solution for 

feature selection within shorter time. Also, the premature 

convergence and weak point in the appropriate 

adjustment near the local optimum points are 

disadvantages of the PSO algorithm. In this paper a new 

feature selection method based on the PSO algorithm is 

developed to overcome these weaknesses.  In the 

proposed method, the final subset of features is selected 

through a few steps.  Figure 1 shows the general 

procedure of the proposed method in multi - label feature 

selection. By this figure, first, the size of the feature set 

is estimated automatically. In the next step, all the 

features are classified into similar and dissimilar groups 

using correlation information. Then, the binary PSO 

algorithm is integrated with a specific local search 

strategy that incorporates local information into the 
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search space. In the next step, several predetermined 

particles are produced. These particles are moved to their 

new positions according to local best positions and the 

global best of the swarm. Next, each particle searches in 

the local area concerning the features correlation 

information. In this step, the fitness value of each particle 

is calculated. In the last step, global and local best 

particles are replaced with those of previous values.  

When the stopping criterion is satisfied, the final feature 

set is presented. Also, the pseudo-code of the proposed 

method is presented in Fig.2.  

 

 

 

Table 1. Summary of publications on multi-label feature selection. 

Application Feature selection Classification 

Algorithm 
Transformation Category Methods 

      

Text Information Gain, OCFS SVM Entropy Filter ELA [33] 
Various domains Information Gain, Relief-F BRKNN LP, BR Filter RF-BR [34] 

Various domains Information Gain, Relief-F BRKNN LP, BR Filter RF-LP [34] 
Various domains Information Gain, Relief-F BRKNN LP, BR Filter IG-BR [34] 

Various domains Information Gain, Relief-F BRKNN LP, BR Filter IG-LP [34] 

Various domains Mutual Information MLKNN PPT Filter MI [37] 
Various domains Genetic Algorithm MLNB - Wrapper Kim [8] 
Various domains Mutual information MLKNN - Wrapper MLFS [9] 

Music Max Average, LP-Chi Various classifiers LP Embedded MEFS [13] 
Various domains Genetic Algorithm MLNB - Wrapper MLNB [11] 

Various domains Mutual Information MLNB - Wrapper MI [32] 

Various domains Relief-F MLKNN,BRKNN PPT Filter RELIEF-F [2] 

Music Genetic Algorithm SVM, DT - Wrapper Khan [12] 

Various domains PSO MLKNN - Wrapper MPSOFS [10] 

Various domains NSGA-II MLKNN - Wrapper MMFS [39] 

Various domains ML Information Gain Various Classifiers - Filter MLINFOGAIN [41] 

Various domains Mutual information MLKNN - Filter MFNMI [1] 

Image max-dependency,  

min-redundancy 

MLKNN, LIFT  Filter MDMR [4] 

Various domains l2,p-norm MLKNN - Embedded MLMLFS [14] 

Various domains Mutual information  MLKNN, SVM PPT, LP Filter Doquire [35] 

Various domains ML Information Gain SVM, MLKNN - Filter IGMF [3] 

 

 
 

Fig.1. The general procedure of the proposed method 

in multi - label feature selection. 

3.1.Determining the initial number of featu

res 

In the proposed method, a probabilistic random function 

is used to provide a lower-valued random number. The 

aim is to determine the subset size s in a bounded region 

rather than the boundless region [42]. To this end, a 

probabilistic formula (Eq.1) is used to determine the 

initial size of the feature subset (𝑠 ≤ 𝑓) [43]. 

 𝑃𝑠 =  
𝑓−𝑠

∑ (𝑓−𝑖)𝑙
𝑖=1

 (1) 

where 𝑓 refers to the number of original features in a 

given dataset, 𝑠  is the number of selected features, 

𝑃𝑠 describes the difference between 𝑠 and (𝑃𝑠 =  𝑓 − 𝑠), 

and 𝑃𝑠 is the value of the estimate 𝑠 as an initial number 

of features. Note that the goal of feature selection is to 

select the minimal number of informative features. To 

this end, in this equation,  𝑃𝑠 decreases with increase in 

𝑠 . The number of initial features is estimated by the 

roulette wheel strategy and is based on the probability 

𝑃𝑠 . The value 𝑠  is randomly selected in the range of 
[𝛼. 𝛽] , where  𝛽 = 𝜀. 𝑓  and 𝛼  depends on the given 

dataset and generally it is set to 3. The parameter 𝜀 are 

defined by the user to control 𝛽. In this case, the search 

space becomes more significant for finding the salient 

features, with a high computational cost. Thus, it should 

generate ineffective subsets of features. It is necessary 

to note that the presented scheme tries to provide a 
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smaller set size. It only depends on the value of 

parameter 𝜀  determined by the user based on his 

knowledge about the datasets.

Algorithm 1. The proposed multi-label feature selection algorithm 

Input: Dataset, 𝒎𝒄𝒏: maximum cycle number, np: number of particles 

Output: F: Final set of features 

      Begin Algorithm 

1. Begin (initialize) 

2.       Determining number of feature (s). 

3.       for 𝑖= 1 to np 

4.            Create random particle 𝑋𝑖𝑗. 

5.             Create random velocity 𝑉𝑖𝑗. 

6.       End 

7.       Compute 𝐶𝐶𝑖𝑗 and 𝐶𝑜𝑟𝑖 for all features. 

8.              𝐶𝑜𝑟𝑖 ≥ 𝐶𝑜𝑟𝑚𝑖𝑑           Similar feature 

9.                𝐶𝑜𝑟𝑖 < 𝐶𝑜𝑟𝑚𝑖𝑑            Dissimilar feature 

10. End (initialization) 

11. For i= 1 to 𝑚𝑐𝑛 

12.            Compute updating the particle velocity. 

13.            Compute updating the position of particle 

14.                     Xs includes the similar features. 

15.                     Xd includes the dissimilar features. 

16.                     Remove all feature in Xs that is 0 in particle x. 

17.                     Remove all feature in Xd that is 0 in particle x. 

18.                     Calculate the value of ns and nd 

19.                     Apply  local search strategy 

20.                     Calculate fitness for each particle 

21.                     Choose the features that have less fitness. 

21.  End (iteration) 

22. Return “F: subset features” 

Eng Algorithm 

Fig.2. The pseudo-code of the proposed method. 

 

3.2. Grouping of the features  

To find the relationships among the features, they 

are divided into similar and dissimilar groups. Then the 

algorithm can choose distinct features for strong 

learning models.[44]. Correlation is one of the most 

common and useful statistics that describe the 

relationship between the two variables. To measure the 

correlation between different characteristics of a 

Pearson correlation coefficient, the Pearson correlation 

coefficient [45] is derived from the following equation 

at first: 

𝐶𝐶𝑖𝑗 

=  
∑ (𝑥𝑖 

𝑚
𝑘=1 (𝑘) −  𝑥�̅�) (𝑥𝑗 (𝑘) −  𝑥�̅�)

√∑ (𝑥𝑖 (𝑘) − 𝑥�̅�)
2𝑚

𝑘=1  √∑ (𝑥𝑗 (𝑘) −  𝑥�̅�)2𝑚
𝑘=1

 

(2) 

where CCij is the correlation coefficient between two 

properties of i and j, and m is the number of samples. 

xi (k) and xj (k) denote the values of the feature vector 

i and j for sample k. If the correlation coefficient is a 

high value, then it means that the two features are very 

similar. On the other hand, lower values indicate lower 

similarity. After calculating the correlation coefficient 

for all possible combinations of properties, the 

correlation value for feature 𝑖 is given as follows: 

𝐶𝑜𝑟𝑖 =  
∑ |𝐶𝐶𝑖𝑗|

𝑓
𝑗=1

𝑓−1
            𝑖𝑓 𝑖 ≠ 𝑗                                                               

(3) 

where f is the total number of features and CCij is the 

correlation coefficient between the properties 𝑖  and 𝑗. 

finally, two groups are created with the size of f/2. The 

first group includes features with the highest degree of 

correlation, called the similar group (S). Another group 

has a lower degree of correlation than features in S, 

called the dissimilar group (D). The first feature in group 

S and the last feature in group D are the most and least 

correlated features in the dataset.  

3.3. Initializing and updating the particles  

In this step, each particle is defined by a binary 

vector. The length of the vector is equal to the number 

of original features. If the value of a cell in this vector is 

set to 0, it means the corresponding feature is not 

selected, and when the value is set to 1, it means the 

related feature is selected. Then, for each particle, a 

velocity vector is generated. Each cell of the velocity 

vector is set to a random value in the range of (0, 1). The 

length of the velocity vector is equal to the length of the 

particle vectors. The velocity of each particle is changed 

according to the following equation (Eq.8): 

Vi(t + 1) =  Vi(t) +  C1. rand1. (pbesti(t) −

Xi(t)) + C2. rand2. (gbesti(t) − Xi(t))   

(4) 

where t represents the number of iterations, pbest is the 

best value obtained by particle i from the start of the 

algorithm's running to iteration t. gbest is the best value 

obtained by all particle from the beginning of the 

algorithm's running to iteration t. and C1, and C2 are two 

real numbers. The parameters rand1  and rand2  are 

random numbers in the range of (0,1). 

It should note if the velocity of the particles 

increases and exceeds the Vmax , the speed of this 

dimension must be restricted to Vmax, according to the 

following equation: 

𝑖𝑓 𝑉𝑖(𝑡 + 1) ∉ (𝑉𝑚𝑖𝑛 . 𝑉𝑚𝑎𝑥) 𝑡ℎ𝑒𝑛  𝑉𝑖(𝑡 + 1) =
𝑚𝑎𝑥(𝑚𝑖𝑛 ( 𝑉𝑚𝑎𝑥 . 𝑉𝑖(𝑡 + 1)). 𝑉𝑚𝑖𝑛)     

(5) 

where Vmax and Vmin are user-specific parameters (here 

Vmax = 4, Vmin = −4). 

Note the position of a particle is updated with the 

function S(Vi(t + 1))  according to the following 

equation (6): 

𝑆(𝑉𝑖(𝑡 + 1)) =  
1

1 + 𝑒𝑣𝑖
 

(6) 

 

𝑖𝑓 𝑟𝑎𝑛𝑑 < 𝑆(𝑉𝑖(𝑡 + 1))𝑡ℎ𝑒𝑛 𝑋𝑖(𝑡 + 1) =

1         𝑒𝑙𝑠𝑒       𝑋𝑖(𝑡 + 1) = 0                    

If Vi(t + 1) is larger than a random value, then its 

position value is denoted by 1. It means that the 

corresponding feature on the next update is also selected. 

However, if Vi(t + 1) is smaller than the random value, 

the position value is displayed with 0 and means that the 

corresponding feature is not selected. 

3.4. Local search operations 

At this stage, the "ADD" and "Delete" operators are 

used to improving the local search for the particle for a 

specific particle. A particle uses the "ADD" operator to 

select a number of the desired features of the operator 

and uses the "Delete" operator to remove several 

features available [42].  

In the local search operation, all selected features are 

extracted by the particle at first. Then, in each particle, 
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the algorithm identifies several bits of a newly generated 

particle, i.e., 10011001, and puts them into a subgroup 

X, i.e., X= f1, f4, f5, f8. Each element of X is compared 

with the groups D and S; the X is divided into subgroups 

Xd  and Xs . Xd  contains the features in D, whereas the 

remaining features of X are located in Xs [46]. Then, in 

the next step, all of the features in Xd and Xs are sorted 

ascending, respectively, based on their correlation 

values.  

Therefore,  the first and last features of Xd and Xs have 

the highest distinction and the most similarity, 

respectively. Finally, the number of similar and 

dissimilar features are determined by computing the ns 

and nd values, respectively. Here, 𝑛𝑠 = µ. s and 𝑛𝑑 =
(1 − µ). s.Where µ is a specific user parameter and 𝑠 is 

the initial subset of features estimated at the first stage. 

If the number of dissimilar features in a particle 

becomes smaller than 𝑛𝑑 (|Xd | < 𝑛𝑑), then (𝑛𝑑 − |Xd |) 
features are added to the particle, otherwise (|Xd| − 𝑛𝑑) 

must remove features from the particle. Instead, if the 

number of similar features becomes larger than 𝑛𝑠 

(|Xs| > 𝑛𝑠) , (|Xs| − 𝑛𝑠)  features in Xs have to be 

removed from the particle. In other words, when the 

number of similar features is smaller in the generated 

particle from 𝑛𝑠, (𝑛𝑠 − |Xs|) features are added to the 

particle (e.g. X={f1, f3, f4, f8, f9, f10}. 

3.5. Calculating fitness 

The proposed method is used the ML-KNN [47] 

classifier to evaluate the selected feature subset. ML-

kNN is the first ML lazy learning algorithm proposed by 

Zhang which is based on the maximum-posterior 

principle. It is derived from traditional k-Nearest 

Neighbor (kNN) algorithm. For each unseen instance, 

firstly its k nearest neighbours are identified and then the 

label set for the unseen instance is identified by 

considering the label sets of identified neighbors 

instances. Different criteria for assessing the efficiency 

of a multi-label classifier are designed, including 

hamming loss, ranking loss, one-error, etc. In this paper, 

the Hamming loss is used to evaluate the classification 

error rate of a particle. Then, the particle with a 

minimum value of Hamming is chosen (Eq.11). The 

lower the Hamming loss measure is, the better 

performance of the classifier is obtained[10]. 

 𝐹(𝑃𝑖) = 𝑀𝑖𝑛 (𝐻𝑎𝑚𝑚𝑖𝑛𝑔𝑙𝑜𝑠𝑠(𝑃𝑖 . 𝑆))                       (7) 

4. Experimental studies 

4.1. Data sets 

In this paper, five datasets of different applications 

have been developed from the various databases1,2. 

Table 2 shows the characteristics of these data sets, 

including the name, number of samples, number of 

features, the number of labels, and their range. 

 

Table 2. Description of multi-label datasets 

Domain Labels  Features Instance Name 

     

Image 5 294 2000 Image 

Biology 14 103 2417 Yeast 

                                                 
1 http://mulan.sourceforge.net/datasets.html 
2 https://cse.seu.edu.cn/people/zhangml/Resources.psp#data 

Audio 19 260 645 Birds 

Image 6 294 2407 Scene 

Music 6 72 593 Emotion 

4.2. Performance evaluation criteria 

Different criteria for evaluating the efficiency of a 

multi-label classifier are designed, including hamming 

loss, one-error, coverage, ranking loss, average, and so 

on [47]. In this paper, we use a number of these criteria 

to evaluate this method and compare it with other 

methods. These metrics are defined in (Equations 8-13). 

 Hamming loss (HL): These criteria evaluate how 

many times an instance-label pair is misclassified. 

𝐻𝐿 =  
1

𝑝
 ∑

1

𝑞

𝑝
𝑖=1  |ℎ(𝑥𝑖)∆𝑌𝑖|                            (8) 

where ∆ denotes the symmetric difference between two 

sets. 

 Ranking loss (RL): This criterion estimates the 

average fraction of miss ordered category pairs. 

RL =  
1

p
 ∑

1

|Yi||Y̅i|
 |{(y′. y")|f(xi. y′)

p

i=1

≤ f(xi. y"),(y',y") ∈ Yi × Y̅i)}| 

(9) 

where Y̅i complementary set of Y in label space. 

 One-error (OE): One error computes how many 

times that the top-ranked label is not relevant. 

𝑂𝐸 =  
1

𝑝
 ∑[[  [𝑎𝑟𝑔𝑚𝑎𝑥𝑦∈𝛾𝑓(𝑥𝑖

𝑝

𝑖=1

. 𝑦)] ∉ 𝑌𝑖]] 
(10) 

 Coverage (CO): It computes the average number of 

steps to go down the list of labels to cover all the 

relevant labels of the example. 

𝐶𝑂 =  
1

𝑝
 ∑ 𝑚𝑎𝑥𝑦∈𝑌𝑖

𝑟𝑎𝑛𝑘𝑓(𝑥𝑖 . 𝑦) − 1
𝑝
𝑖=1               (11)             

 Average Precision (AP): This criterion estimates 

the average percentage of relevant labels ranked 

higher than a particular label y ∈ Yi. 

𝐴𝑃

=  
1

p
 ∑

1

|Yi|
 ∑

|{y′|rankf(x. y′) ≤ rankf(xi. y). y′ ∈ Yi}|

rankf(xi. y)
y∈Yi

p

i=1

 

(12) 

 Accuracy (AC): It calculates the correctly predicted 

labels among all true predicted labels, is defined as: 

𝐴𝐶 =  
1

p
 ∑

|𝑌𝑖 ∩ 𝑍𝑖|

|𝑌𝑖 ∪ 𝑍𝑖|
 

p

i=1

 

(13) 

Moreover, the Wilcoxon test is used to compare the 

efficiency. This method is a statistical inference test 

used to evaluate the similarity of two dependent samples 

with a rating scale. It computes the difference between 

each pair of objects with a p-value and analyses the 

 

 

Archive of SID.ir

Archive of SID.ir

http://mulan.sourceforge.net/datasets.html


Tabriz Journal of Electrical Engineering (TJEE), vol. 51, no. 4, Winter 2021                                                                                                 Serial no. 98 

449 

 

differences. In the case of comparing feature selection 

methods, the null hypothesis shows no difference in the 

performance of the two feature selection methods. If the 

value of p is less or equal to a significant level (α = 0.05 ), 

the null hypothesis is rejected, and it can be inferred that 

there is a significant difference between the two 

methods[48]. 

4.3. Results and Discussion 

Several experiments have been carried out to 

evaluate the efficiency of the proposed method and 

compare it with the MPSOFS[10], Pareto-FS [49], 

MLCSO [50], PMU[51], ELA-CHI[33], PPT-CHI[36], 

PPT-MI[35] methods. In all the methods is used the ML-

KNN [47] (Multi-Label k-Nearest Neighbour) classifier 

(k=10). Besides the MPSOFS method and the proposed 

method (MPSOLS), wrappers, are other filter-type 

methods. Data sets such as Yeast, Scene, Emotions and 

Birds have been used in the experiments. The 

comparison table shows the performance of the 

proposed algorithms in terms of hamming loss, ranking 

loss, one-error, coverage, and average precision. For 

each evaluation criterion, the sign " in the form of a 

higher value " is better, and the sign is defined as " the 

value of the value." The best results are highlighted. The 

last row of each table results from a statistical 

comparison of the proposed method with other methods. 

The sign (+) indicates the superiority of the proposed 

method against other feature selection methods, and the 

negative sign indicates that the proposed method is not 

superior. In contrast, the sign (=) shows no significant 

difference between the two feature selection methods. 

From Table 3, it can be concluded that the proposed 

method can achieve better classification performance 

than other selection methods. This table shows that the 

proposed method achieves the highest average precision 

and minimum hamming loss and ranking loss in all data 

sets compared to all methods. Due to the Hamming loss 

measure results, it is possible to conclude that the 

proposed method in all data sets has been better than 

other methods. Also, the average ratio to the strongest 

competitor, namely MPSOFS on the Emotions, Birds, 

Yeast, Scene, and Image data sets, has improved 0.015, 

0.0023, 0.002, 0.0093, and 0.07, respectively. 

As you see, in all criteria except coverage, our 

proposed method has had the best performance. In the 

coverage criterion, the proposed method is second place 

after the MPSOFS method. Also, in some data sets is 

very significant with other methods. For instance, the 

coverage in the Birds data set is 2.51 for the proposed 

method. The variation of coverage in this method is 

almost equal to 0.3. Also, one - error criterion for the 

proposed method in the Emotion dataset is 0.22, whose 

dispute is 0.1 by Pareto-FS method, 0.13 and with ELA 

- chi method. While considering this criterion in other 

data sets, the proposed method has achieved better 

results. The proposed method is ranked first regarding 

the hamming loss in some data sets with a high variation 

compared to other methods. The proposed method 

measures the criterion in this dataset in terms of the PPT 

- MI method is 0.15, or in the Scene, the dataset relative 

to the Pareto-FS method is 0.28. The table shows that 

the proposed method has the best performance among 

all selection methods. As observed in Table 3, the results 

show a better performance of the proposed method than 

the other methods. Note that the proposed method uses 

a classifier to evaluate feature subsets through the search 

process and thus it is classified as a wrapper method. 

Compared to the filter methods our method obtained 

higher accuracy. Moreover, in comparison with the 

other wrapper methods such as MLCSO and MPSOFS, 

the proposed method uses a local search strategy which 

in fixed number of iterations, it converged to near 

optimal results and obtained higher accuracy.  

Considering the last row of Table 3 it can be concluded 

that the proposed method has a statistical superiority in 

all cases and fails all other methods in terms of statistics. 

According to to the obtained results, the best results are 

obtained from the proposed method's subset of the 

selected features and the classifier performance. The 

proposed method is best compared to other methods, 

and the Wilcoxon test results demonstrate that the 

proposed method is statistically superior to other 

methods. 

Table 4 shows the average execution time of the 

feature selection methods in 100 independent runs. As 

expected, the ELA-CHI and PPT-MI methods have 

lower execution times than those of the evolutionary 

algorithms. This is due to using a learning model to 

evaluate the feature subsets of the solutions. Since these 

methods have higher accuracy than the other methods 

and considering the fact that the feature selection 

process is an offline task, there is trade-off between the 

accuracy and the executing time criteria in choosing 

feature selection methods. 

In Figures 3 - 5, all criteria have been checked for 

the Scene, Yeast and Birds data sets. The horizontal and 

vertical axes in these shapes show the number of 

selected features and the evaluation criterion. Eight 

graphs are presented in each of the figures, each 

representing a feature selection method. These methods 

show the performance of the test algorithms in terms of 

hamming loss, ranking loss, one-error, coverage, and 

average precision. The number of features selected by 

the user is defined, and each method has 200 

independent iterations.  

In Figures. 3 - 5, it is clear that the proposed method 

has the least Hemming loss in the Scene, Birds and 

Yeast data sets. In these data sets, the proposed method 

has achieved better results by increasing the number of 

selected features. It can conclude that the power of 

predictive features has increased significantly. The 

coverage criterion in data sets of Birds, and Yeast has 

the lowest values. The criteria in the Scene, Birds and 

Yeast data sets are more descending, which means that 

our proposed method significantly impacts selecting 

desirable features. Figures 3 - 5 demonstrate that the 

proposed method produces better property subsets than 

the other methods for all measurement criteria.  In order  

to measure the effect of local search on the performance 

of the proposed method, we compare the results 

obtained by the proposed method using local search and 

without local search for the accuracy criterion on the 

Scene, Birds, and Image datasets and the obtained 

results are reported in Figure 6. It can be seen from the 

results that the proposed local search strategy results in 

improving the performance. 
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Table 3. The results of the experiment are comparing the proposed method with other methods on 100 independent runs on five multi-

label datasets. 

Metric Data set Algorithm 

 

  MPSOFS MLCSO PPT-CHI PPT- MI ELA- CHI PMU Pareto-FS Proposed 

method 

Wilcoxon 

HL ↓ Emotions 0.177393 0.211221 0.375801 0.313816 0.307125 0.330747 0.300018 0.162244 + 

Birds 0.04367 0.093042 0.109038 0.190302 0.145968 0.101452 0.124785 0.041382 + 

Yeast 0.193722 0.214052 0.355700 0.415478 0.378954 0.344785 0.504541 0.191715 + 

Scene 0.087375 0.13364 0.261158 0.336425 0.254487 0.350564 0.358810 0.078027 + 

Image 0.780230 0.87112 0.923874 0.905892 0.93658 0.914875 0.903458 0.71485 + 

RL ↓ Emotions 0.148927 0.164411 0.721681 0.692034 0.69350 0.575211 0.69297 0.122035 + 

Birds 0.211628 0.222522 0.21857 0.26698 0.26361 0.24897 0.287933 0.194046 + 

Yeast 0.169225 0.181467 0.70684 0.7312 0.673214 0.70245 0.76045 0.164586 + 

Scene 0.094273 0.123244 0.5602 0.61245 0.56024 0.53423 0.74125 0.121480 + 

Image 0.20071 0.25094 0.35564 0.32817 0.28305 0.35978 0.21648 0.18462 + 

OE ↓ Emotions 0.232673 0.287129 0.269852 0.325547 0.326854 0.299421 0.355164 0.222475 + 

Birds 0.517442 0.593023 0.6014 0.589005 0.61342 0.603845 0.57548 0.564651 + 

Yeast 0.248637 0.245365 0.83710 0.682711 0.812034 0.9037 0.3553 0.23627 + 

Scene 0.231605 0.31689 1.74254 1.39449 1.82461 1.92906 0.86785 0.261672 + 

Image 0.30268 0.38025 0.44587 0.39847 0.447825 0.40758 0.37845 0.28547 + 

CO ↓ Emotions 1.816832 1.945545 2.266198 2.283012 2.281654 2.320789 2.280235 1.841287 + 

Birds 2.557276 2.662539 2.75142 2.94756 2.66578 2.5357 2.562456 2.512712 + 

Yeast 6.348964 6.589967 7.230945 7.219387 7.227398 7.23247 7.196205 6.644842 + 

Scene 0.58194 0.714883 1.17624 1.169502 1.177431 1.178477 1.14350 0.62505 + 

Image 1.01244 1.130214 1.25647 1.16434 1.23084 1.18556 1.13387 0.90125 + 

AP ↑ Emotions 0.820215 0.796205 0.39268 0.440422 0.43084 0.57412 0.421978 0.84942 + 

Birds 0.534813 0.487686 0.52465 0.51426 0.51022 0.5352 0.547029 0.55527 + 

Yeast 0.756879 0.744186 0.255597 0.242264 0.253145 0.255897 0.236478 0.769049 + 

Scene 0.82347 0.803491 0.658241 0.56854 0.66458 0.67895 0.42998 0.825125 + 

Image 0.7941 0.7629 0.7124 0.7355 0.7115 0.7334 0.7516 0.8107 + 

           

 

Table 4. The performance of the multi-label feature selection methods in terms of the time. 

↓ Proposed 

method 

MPSO-FS PMU PPT-

CHI 

PPT-MI ELA-CHI MLCSO Pareto-FS 

Image 8298.4156 8005.8712 54.84652 23.5412 1.98548 0.09451 36.54789 4.18974 

Yeast 376.2487 310.5874 51.24587 20.1832 0.25845 15.3214 11.71061 3.93288 

Scene 902.1248 839.2631 162.0287 44.1395 0.085795 27.0984 184.2542 6.95182 

Birds 1910.217 1182.206 109.2157 3.24857 0.394874 1.89475 76.25485 0.45879 

Emotions 81.16734 73.89132 10.182243 1.61996 0.043728 0.791846 11.77039 0.183892 

 

 

   
(a) (b) (c) 

Fig. 3. Experimental results on Scene data set. (a) Hamming loss (b) Ranking loss (c) Coverage.  
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(a) (b) (c) 

Fig. 4. Experimental results on Birds data set. (a) Hamming loss (b) Ranking loss (c) Coverage.  

 

   
(a) (b) (c) 

Fig. 5. Experimental results on Yeast data set. (a) Hamming loss (b) Ranking loss (c) Coverage.  

 

 

 

   
(a) (b) (c) 

Fig. 6. Evaluating the effects of using the local search strategy on the performance of the proposed feature selection 

method over (a) Scene (b) Birds, and (c) Image datasets 
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5. Conclusion 

This paper proposes a multi-label feature selection 

method based on swarm intelligence method integrated 

with a novel local search strategy. The proposed method 

first estimates the subset size of features. In generally, 

the proposed method aims to improve the efficiency of 

the particle swarm optimization for large-scale 

problems in the feature selection task. To integrate the 

local search strategy with the search process of the PSO, 

a new operator is introduced. The work of the local 

search operator in the solution space is to increase the 

convergence speed and prevent falls at the local 

optimal.To apply the local search operator, the features 

were classified into two categories. At each step, the 

local search operator tries to add the features associated 

with each member of the population and remove the non 

- related characteristics. The interactive information-

based theory is used to recognize the related and 

unrelated features. Multi-criteria assessment metrics 

have been used to evaluate the proposed approach. The 

search algorithm has a random feature; statistical tests 

such as the t-test and the Wilcoxon test have been used 

to prove the validity of the results. This work uses 

different evaluation criteria and five datasets to compare 

the proposed method with other methods. The results 

showed that the proposed method has a better 

performance in most samples than other methods.  

There are several idea as future directions to extend 

the proposed method.  A possible idea is using clustering 

algorithms to classify features into different categories 

instead of using two categories. This idea leads to 

further increasing the convergence speed and accuracy 

of the algorithm since each cluster tries to select a 

relevant feature and avoids the selection of redundant 

features. Another idea is the extension of the proposed 

method for streaming feature selection. In these types of 

problems, the features are not static, and at each step, 

some new features are appeared.  
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