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In this paper, we propose efficient method for pre-training of deep 
bottleneck neural network (DBNN). Pre-training is used for initial 
value of network weights; convergence of DBNN is difficult 
because of different local minimums. While with efficient initial 
value for network weights can avoided some local minimums. This 
method divides DBNN to multi single hidden layer and adjusts 
them, then weighs of these networks is used for initial value of 
DBNN weights and then train network. Proposed network is used 
for extraction of face component. This Method is implemented on 
Bosphorus database. Comparing results shows that new method 
has more convergence speed and generalization than random initial 
value. By means of this new training method and with same 
training error rate pixel reconstruction error is decreased 13.69% 
and recognition rate is increased 10%. 
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