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Abstract - Band gap of indium oxide is still a 

wonderful matter. Based on optical measurements the 

presence of an indirect band gap has been suggested, 

which is 0.9 to 1.1 eV smaller than the direct band gap 

at the 𝛤 point. This could be caused by strong mixing of 

O 2p and In 4d orbitals in 𝛤. We have performed 

density functional theory calculations using the LDA-U 

and the GGA-U methods to demonstrate the 

contribution of the In 4d states and the effect of spin-

orbit coupling on the valence band structure. Although 

an indirect band gap is obtained, the energy difference 

between the overall valence band maximum and the 

highest occupied level at the 𝛤 point is less than 50 

meV. It is concluded that the experimental 

observationcannot be related to the electronic structure 

of the defect free bulk material. 

 

1. Introduction 

Indium oxide (In2O3) and tin-doped indium oxide 

(ITO)are applied as solid state gas sensor materials and 

oxidation catalysts [1]. ITO is mainly used as a 

transparent electrode material in flat-panel displays and 

solar cells particularly involving organic materials [2-

4]. In spite of the technological importance of these 

materials and a variety of both experimental and 

theoretical studies their band structures are, however, 

still not fully understood.  

The conclusion for a depletion layer is based on the 

observation of the Fermi level position at the surface, 

which varies between 2.2 and 3.5 eV with respect to the 

valence band maximum (VBM) [5–7]. This is smaller 

than the assumed fundamental gap of about 3.6 eV 

which corresponds to the widely accepted lowest direct 

gap [8]. In contrast, also a considerably smaller indirect 

gap has been reported by a number of groups [9,10], 

which would be consistent with a depletion layer-free 

flatband situation at the surface. Since the conduction 

band minimum is located at the 𝛤 point [11], the 

indirect band gap must correspond to an off-𝛤 VBM, 

which might arise from a mixing of O-2p and In-4d 

states away from the zone center [12-14]. The presence 

of an indirect band gap has been questioned due to 

considerable inconsistency of the available data 

concerning the magnitude of the indirect gap (2.1–2.7 

eV) and the k-space location of the VBM [4,7]. Instead, 

surface and grain boundary effects have been invoked 

to explain the observed optical absorption below the 

smallest direct gap. Tanaka and co-workers performed 

cluster calculations using the discrete-variational X 

method and a linear combination of atomic orbitals 

including the In-4d electrons in the valence.[14] They 

located the In 4d band between 10 and 12 eV below the 

VBM and observed an antibonding contribution near 

the top of the valence band due to hybridization 

between In-4d and O-2p states. Odaka et al. carried out 

density functional theory (DFT) calculations using the 

linear muffin-tin orbital method in combination with the 

atomic sphere approximation [15]. They observed an 

indirect band gap with the VBM at the H point and 

observed a negative curvature of the valence band near 

the 𝛤 point. The energy difference between the highest 

occupied levels at H and 𝛤 was, however, less than 0.1 

eV, which is significantly smaller than the difference 

between the experimentally suggested direct and 

indirect band gaps (0.87–1.13 eV). 

 

 
Fig.1.Totai and partial density of states related to In and O 

 

 
Fig.2. Contrbution of different atomic orbitals to the three main 

bands of the valance band density of states. 
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While these calculations suffered from an 

underestimation of the band gap typical for DFT, Mi 

and coworkers adopted a scissor operator to correct 

for this shortcoming [16]. However, they did not 

include the In-4d electrons in the valence. The most 

elaborate calculations up to date were carried out by 

Mryasov and Freeman who used a full potential linear 

muffin-tin orbital approach and reported a direct band 

gap of 1.0 eV.[17] 

In summary, the studies published so far neither 

provide clear evidence for the presence of an indirect 

band gap, nor rule out its existence. In the present 

work, we present calculations that provide strong 

evidence that the large difference between the 

“indirect” and direct band gaps determined 

experimentally is not due to the bulk electronic 

structure. To this end, we pay particular attention to 

two aspects which, in principle, have the potential to 

change markedly the outcome of the calculations, but 

were not considered in previous works. (1) In many 

transition metal oxides including—as will be shown 

below In2O3 the description of the metal d levels using 

the local density or generalized gradient 

approximation is flawed [18,19]. The energetic 

position of the In 4d–derived orbitals, however, 

affects the hybridization of In-4d levels with O-2s and 

O-2p levels, which also has an impact on the structure 

near the VBM. (2) In other In compounds the In-4d 

levels are known to split due to spin-orbit coupling by 

as much as 0.86 eV [20]. If a splitting of this 

magnitude occurred near the top of the valence band 

an indirect band gap could result. 

In the following, we show that correcting the position 

of the In-4d orbitals leads to a significantly better 

agreement between data from photoelectron 

spectroscopic measurements and the calculated 

density of states (DOS). In addition, while the In-4d, 

O-2p mixing is reduced, the In-4d, O-2s hybridization 

increases. Finally, it is demonstrated that the inclusion 

of spin-orbit coupling, causes a splitting of the deep In 

4d band, but does not affect levels near the VBM. 

Note that the effects described above pertain to the 

valence band only. A description within DFT is 

therefore reliable and the band gap underestimation 

and the shortcomings with respect to the description 

of excited states intrinsic to DFT are not of concern. 

    Density functional theory calculations were carried 

outemploying the Vienna ab initio simulation package 

(VASP) [22]. The ionic cores were represented using 

the projectoraugmented wave method[23] including 

the In- 4d electrons in the valence. Both the local 

density approximation[24] (LDA) and the generalized 

gradient approximation (GGA) in the Perdew-Burke-

Ernzerhof parametrization[25] were employed. If the 

“standard” LDA or GGA functionals are used the 

binding energy of the rather localized In-4d levels is 

underestimated due to shortcomings intrinsic in the 

construction of these functionals. In the present work, 

this was taken into account by using the semiempirical 

LDA+U and GGA+U schemes[19] in the version by 

Dudarev [26] which incorporates self-interaction 

corrections into the LDA and GGA functionals. The 

self-interaction parameter U–J was varied between 0 

(no correction) and 9 eV. Brillouin zone sampling was 

performed using a 3 3 3 k-point grid and the plane 

wave energy cutoff was set to 500 eV providing a 

convergence of the total energy better than 1 meV/fu. 

For each setup the energy-volume curve was 

evaluated allowing for full relaxation at each volume 

and the data were fitted to theBirch-Murnaghan 

equation of state.[27] The band structure as well as 

the site and momentum-projected DOS were 

subsequently calculated at the theoretical equilibrium 

lattice constant. In order to assess the effect of spin-

orbit coupling, additional calculations were carried 

out for U−J=0 and 7 eV. Using the configurations 

from the non-spin-polarized calculations, the charge 

density was determined selfconsistently allowing for 

noncollinear spin configurations without symmetry 

constraints (and without ionic relaxation).The 

resultant density was subsequently employed for 

calculating the full band structure. We first focus on 

the role of the In-4d electrons. If the uncorrected 

GGA (or equivalently LDA) functional is used 

(U−J=0 eV), the In-4d band in the DOS is located at 

significantly lower binding energies than in 

experiments (Fig.1). Increasing the U–J parameter 

most prominently affects the position of the deep In-

4d dominated band which is shifted to more negative 

binding energies. The GGA+U (LDA+U) method 

allows us to correct this shortcoming as demonstrated 

in the middle panel of Fig. 1. As a result, the 

hybridization and thus the mixing of the different 

orbitals is affected. This leads to marked changes in 

the partial DOS(Fig. 1). The effect is also illustrated 

in Fig. 2 which shows how the relative contributions 

of In- and O-derived orbitals to the three main bands 

(O-2s, In-4d, and O-2p dominated) in the valence 

band DOS vary as a function of the U–J parameter. 

Here, the relative contributions have been determined 

as the integral over the partial densities of states (site 

and orbital projected) divided by the total DOS. The 

three main bands are defined by the minima in the 

total DOS. The most notable changes are observed in 

the lowest band which is dominated by O-2s states. As 

the In-4d levels are pushed downward (reproducing 

the experimental situation) the mixing of O-2s with 

In-4d strongly increases. A similar effect though much 

weaker also occurs for the uppermost part of the 

valence band where the O-2p, In-4d mixing is 

enhanced.(The hybridization of cation d orbitals with 
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anion s orbitals has also been described in other 

binary semiconductors[29]). 

 

 
Fig.3. In-4d states and spin-orbit coupling on the position of the 

valance band maximum in reciprocal space. 

 

 
 
Fig.4. band structure for In2O3 from GGA+U calculations using U-

J=0 and 7 

While the correction of the In-4d orbitals leads to a 

different mixing between In-4d and oxygen-derived 

states, the band structure near the VBM is weakly 

affected (Fig. 3). The location of the VBM depends 

sensitively on the details of the calculation. The 

energy difference from the 𝛤 point is, however, 

always less than 50 meV and thus much too small to 

explain the large difference between the direct and 

indirect band gaps inferred from 

experiments.[9,10](Even for a value for U–J as large 

as 9 eV, which strongly overestimates the binding 

energy for the In 4d levels, the energy difference is at 

most 65 meV). 

 
Table I. result of conclusion 

parameter Experiment LDA GGA 

 U-J=0 U-J=7 U-J=0 U-J=7 

a0 10.121 10.077 9.783 10.306 10.027 

B - 168 180 141 149 

XIn 0.466 0.467 0.465 0.466 0.466 

Xo 0.390 0.390 0.390 0.390 0.390 

Yo 0.155 0.154 0.156 0.154 0.155 

Zo 0.382 0.382 0.383 0.382 0.383 

E 𝛤G 3.56-3.75 1.21 2.21 0.93 1.83 

E min
G 2.62-2.69 1.20 2.18 0.93 1.79 

E 𝛤G with 

SO 

- 1.16 2.20 - 1.82 

E min
G 

with SO 

- 1.16 2.18  1.81 

 

 Along with the lowering of the In-4d bands, the 

repulsion between these states and the conduction 

band increases, which leads to an enlargement of the 

band gap (Table I). Figure 4 also reveals a broadening 

of the In 4d band due to an increasing contribution of 

O-2s states. In order to rule out that spin-orbit 

coupling can lead to a level splitting sufficiently large 

to give rise to a pronounced indirect band gap, 

additional noncollinear spin-polarized calculations 

were carried out. The resulting band structure and the 

effect on the most upper part of the valence band are 

shown in Figs. 3 and 4. It is found that spin-orbit 

coupling leads to splitting of the lower In-4d band. 

Depending on the exchange-correlation functional and 

the U-J parameter, the two maxima in the DOS are 

separated by 0.85–0.90 eV (Table I). These values are 

in excellent agreement with experimental data for 

other In compounds [20]. The other bands of the DOS 

as well as the band structure are, however, hardly 

affected. In particular, the small contribution of In 4d 

orbitals to the DOS near the top of the valence band 

(Fig. 1) as well as the structure of the VBM in k space 

(Fig. 3) remain unaffected. 

In summary, density functional theory calculations 

were carried out in order to elucidate the structure of 

the valence band of indium oxide and to resolve the 

character of the band gap. To this end, the role of the 

In 4d electrons and the effect of spin-orbit coupling 

were considered. Correcting the In-4d orbitals 

enhances the hybridization of In-4d with both O-2s 

andto a significantly weaker extent O-2p states. 

Simultaneously, the position of the valence band 

maximum is shifted slightly off 𝛤 but the difference 

between the VBM at the 𝛤 point and the overall VBM 

never exceeds 50 meV. The inclusion of spin-orbit 

coupling leads to a yet smaller change of the structure 

of the valence band. The present calculations provide 

strong support that the experimental observations, 

which have been interpreted as evidence for a 

pronounced indirect band gap, cannot be related to the 

electronic structure of the defect free bulk. 
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