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Abstract— In this paper, a new unsupervised sentence
compression method is proposed. Sentences are taggeith Il RELATED WORKS

Part Of Speech tags and semantic role labels. Thegposed Most of the methods proposed for sentence compressi
method relies on the semantic roles of sentences’ants. are supervised and uses a language model to congel
Moreover, in the process of compression, other sarices in the compressed sentences and test the grammaticatiyeat.
context are]c taker; irgo account. The approach is apied in the Knight &Marcu [1] proposed two compression methods
context of multi-document summarization. Experimens . ; '
showed better results than other state of the artgproaches. OO:eCf g a[Z?c'j:i?Qt tlr;]it?]%zyucslin?aerllgclj)gggplfngg(itl)hb:nzn;
Keywords- Sentence Compression, Part Of Speech, Semic ~ channel modelP(lls) where s is the short (compressed)
Role, Multi-Document Summarization, ROUGE. sentence antlis the original sentence. Best compression is
the tree that maximizeB(s)*P(l|s). To estimateP(l|s), they
used the probability of all the expansion operajomhich

l. INTRODUCTION would be needed to transform the parse tres mito the
Sentence compression is the process of removing sorfarse tree of _ .
parts of a sentence while keeping its main infoiomatMany Second method tries to transfotrto the bess directly.

applications such as text summarization and sebtitl T hiS method learns when to delete and when to cuenbi
generation benefit from sentence compression. Mangubtrees to achieve the goal. They extracted #neirig data
proposed approaches are tree-based [1], [2], 43], These ~ Tom Ziff-Davis corpus, which contains articles abo
methods compress sentences by making some chantjes i computer products. The extracted corpus was usedofi

parse tree of original sentences. Some approatiege the algorithms' learning processes. _
sentence directly to be compressed [5]. McDoland [5] has used the same corpus to learnhi®ig

Most of introduced methods used supervised appesach and form vectors of weights. A scoring functiontthses dot
[1], [5], [6]. These approaches required a robust krge product of this vector with a vector of featuresrasted
training corpus that would take a lot of time aedaurces. from the POS tags, n-grams and dependency treeks ra
To check the grammar of the output sentences, mo§2ch candidate tree. The sequence of words thamizas
approaches use a language model [1], [2], [7], souhe the scoring function forms the best compression.
methods apply hand-crafted rules [8]. Hand-craftées are Berg et al. [10] proposed a jointly learning metftod
not always general and applicable to any casedtitian, ~ €x{ract sentences and compress them within a dmifiedel
most introduced approaches treat sentences irstation N the context of multi document summarization.

and don't take into account other surrounding paftshe All supervised methods require training corpuseéar
text. which parts can be omitted. Obtaining a robustningi
We introduce a new unsupervised compression metho§°rPus is often time-consuming and difficult.
which is based on semantic roles of sentence eksmem However, there are some unsupervised approaches, as

addition, other related sentences in the contextaien into  Well. Clark [8] proposed a method that finds thestbe
account in the sentence compression process. Thdtge COMPression using ILP. The scoring function uses the
show that relying on the semantic levels resolvesnym language model to indicate whichkgrams could be omitted

grammatical challenges, and removes the need toauseWith @ high probability. To check the grammar a¢ tutput

language model or create and apply hand-craftes rul sentence, they apply hand-crafted constraints te th
The proposed method has been used in the context fPendency tree of sentences. _

multi-document summarization. The evaluation ressitow Filippova proposed an unsupervised method for

improvements in regards to other approaches. compressing dependency trees instead of sourcensest

The structure of this paper is as follows. At firsite [3]. The method transformed sentences into dep@yden
related works are discussed. In Section 3, theomgpris rées and uses ILP to find the best compressiore Th
explained in details. This is followed by the implentation objective function considers word significant seorand

and evaluation results and finally a conclusiodreswn. conditional probability of dependencies in the tr&avo
kinds of constraints are applied to objective fiorct

1 Integer Linear Programming
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structural and syntactical. First constraint ensuteat the
preserved dependencies appears in a tree, anddbtedsone
checks if a node doesn't appear in the outputdépendent

edges are omitted as well. The result tree showd b

linearized and transformed into a sentence.

Filippova also proposed a multi sentence comprassio
approach in which related sentences form a graph The
graph is constructed simply by adding words andchiaty
similar ones in the same Part Of Speech (POS) fHus.
shortest path in the graph, constructs the comgdess
sentence.

The proposed approach consists of three major plese
shown in Fig. 1. These phases are preprocessintputong
role similarity, and similarity based compressid¢tart of
speech (POS) tagging and semantic role labelind. 3R
two main preprocessing tasks in this method. Tttha,
similarities between sentences’ semantic
computed, and finally, compressed sentences acugped.
These steps are explained in more details, here.

SEMANTIC ROLE BASED COMPRESSION
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Fig.1. The architecture of proposed method

A. Preprocessing

In this phase, the input sentences are tagged & &
SRL tags. The lllinois Universifytools have been used in
this work, which have acceptable precisions.

In the process of semantic roles labeling taskheac
sentence is tagged with various semantic rolesh ag
subject, object, indirect object and some adjuntie
adverbial modification and direction. Complex arahd
sentences can have two or even more semantic |d&vath
level has its own semantic roles. A sample of tiosl
output for the following sentence is shown in Fig.

“A provincial official said that the water shortagaused
the province's industrial output value to decredse 3.6

http://cogconp.cs.illinois.edu/ page/so
ftware_view 12

levels are

billion yuan last year, and people in a number ities and
counties are short of drinking water supply

A
prowincial
official
said
that
the
i ater
shortage
caused
the
province

Sayer [AD]

forcer,
causer [A0]

S thing
industrial decreasing [A1]
output
value

to

decrease

impelled
action [A1]

V: decrease

amount decreased by,
EXT or MNR [42]

Utterance [A1]

temporal [AM-TMP]

agent [AD]

b

patient [A1]

A0, Al, and A2 labels denote subject, object, and
indirect object roles respectively. Other labelsha
brackets are adjunct roles.

POS tags are classified into four major categories,
including nouns, verbs, adjectives, and adverbssoAl
stemming and stopword removing are other prepratgss
activities, which are applied a this step.

B. Semantic Level Similarity Metric

In this section, a metric for computing semantic
similarity between levels of sentences is introduderst, a
metric for word similarity is needed, and it woldd much
better if semantic similarity is used. Therefores use the
Lin WordNet similarity measure [12], which has db&d
good results between proposed WordNet similarity
measures in various evaluations[13]. To compute the
semantic similarity between two wordsg, and w,, Lin
proposed the formula as follows:

2logp(lso(q.c))
logp(c;) +log p(a)

sim (g, )= 1)

wherec; andc, are the most related pair of consepts in the
taxonomy of WordNet that are sences wof and
W,,Iso(c,C)is the most specialized common supreme
betweenc; and c,in the taxonomy andg(c) denotes the
probability of encountering an instance of conaept

In the following, computing similarities betweervéds are
described. For the given sentenfes
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Roles( Lf) :{ [ G, Fu\} is the set of roles in thih

semantic level oA,

i PARERE]

CommonRoleg ' %) :{ N ncrm} is the common

semantic roles inth semantic level oA andjth semantic

level of B,

words, ( L,A) :{Wl, W, ..., wmA} is set of non-stopwords

in the roler of sentencé after stemming,
Similarity of two equal roles is computed as foren(2):

RoIeSirp( word,s( ,‘I‘_) Wor;jsl( ﬁ;):

Ma

max wordSi ,
k:l[WBDNOFdSr( L?),W(I]wordﬁ( iﬁ) rr( b V\é)

my + Mg

mg

max wordSim( w, ,
k:]'(wADNords,(lf‘),vq(Dwords( E) rr( A V\k)

my + Mg

The wordSim function is the Lin WordNet similar

@)

ity

measure described in the previous section. For esch
that belongs to the word set &f we sum its maximum

similarity with words in the word set @. Similarly, thi

S

value is calculated for the word set of B and thalfsum is
normalized by dividing by the total number of thetword

sets. In fact the average of words similaritiesaleulated.

Now the similarity between two semantic levels stiou

be computed. To do this, we use this formula:

LeveISin( g, '?):
:‘imlRoIeSim(wordrs( ,’I‘.) worqjﬁ( JBL))

n

cm

The similarity betweeith semantic level of sentenée
andjth semantic level of sentenBds the sum of the

©)

similarity of the role pairs in the equal labelttleaists inith

level of sentenc@ andjth level of sentencB, normalized

by the number of common roles between the two seste

In the other word, the average of common roleslaiities
is computed.

C. Similarity Based Compression
In this phase, compression process is done viauiarid):

Compressed( A= GenCompresged Al
where LevelSin‘( £ ,ﬁk)z all LeveISir(1 A ﬁh)

(4)

The similarity metric that was explained in the oeis
section, computed for any semantic level pair inotw
sentences. Given a sentence A, the similarity caatioms
are applied to A and another sentelgen the discourse.
The semantic level of A, which obtains the highest
similarity, is selected and the core verb in theded level
with its existing arguments generatdh compressed form
for the sentence A. this process is repeated fareatences
in the discourse. Since we customized this apprdach
multi-document summarization, a simple rule is auplthe
core verb of the selected semantic level should beota
quotation verb.

The underlying idea in formula (4) comes from our
studies in the multi-document summarization fi&ihce in
the multi-document summarization there are a nundfer
documents, and the goal is to extract most relgiams to
the topic, which the documents are about, it soundse
useful to utilize the similarities between the sewce parts
and the surrounding context.

As a result, we get N compressed form for sentekxce
with various compression rates. Note that the s¢éimaries
are used and generating compressed sentence prededu
based on a semantic level and its arguments; output
sentences have an acceptable grammar, and we aeedt
addition rules to check it. In addition, compressedtences
with various compression rates are created, andh&ker is
preferred and more appropriate can be chosen. leTa
some examples of original sentences and comprdesed
of them are shown.

Table 1.Examples of some sentences and compressed forms of
them

Despite skepticism about the actual realizatioa sfingle
European currency as scheduled on January 1, 1999,
preparations for the design of the Euro note haveaaly
begun.

sentence 1

Sentencel

compressed preparations for the design of the Euro note begun.

Thailand is considering using the European singigency,
Sentence 2he euro, in the count's foreign reserves, the Nation repor
Tuesday.
Sentence2Thailand considering using the European single enay, the
compressed euro.

IV. EVALUATION

We apply our method to sentences selected from the
DUC corpus. Document Understanding Conferences (DUC
is run by the National Institute of Standards aedhnology
(NIST) and distributes standard data for automaixt
summarization since 2001. DUC2007 dataset is thtealad
the most perfect one. Therefore, we used this dfatms
evaluate our approach. This dataset contains 1125
documents and is developed for multi-document
summarization purpose. Overall specification o$ thataset
is defined in table 2.
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The evaluation results are compared witthe
summarization systems in DUC2007 andFilippova

(LONG) compressed sentences have shorter length and
higher F-measure.

dependency tree based proposed method[3]. For
summarization task, Lin [14] introduced some eviduma
metrics with standard option as ROUBEetrics. In this
metric set, ROUGE-2 and ROUGE-SU4 have been given
the best evaluating results and are used by rdwardor
the evaluation task. ROUGE-2 measure is basedgrarhs
shared between a system summary and humarn
summaries.ROUGE-SU4 is based on both unigrams ancg
skip-bigrams (separated bigrams by up to four words o

Our method is applied to the extracted sentenctsraal
from an extractive summarization method [15].
evaluation, five random topics are selected, andJ@E-2
and ROUGE-SU4 metrics are computed on the system’s
output. Since various compressed forms for a seatane
obtained, five baselines (randomly) are definededasn
which sentence would be selected as the finaltresul

Base Line 1.Original sentence is used (no comprexsi

Base Line 2.Shortest sentence with lower bound5o 3

words is selected.(LB.35)

Base Line 3.Shortest sentence with lower boundQo 5

words is selected.(LB.50)

Base Line 4.Shortest sentence with lower boundQo 8

words is selected.(LB.80)

Base Line 5.Longest sentence is selected.(LONG)

ROUGE

For

Table 2.Overall specification of DUC2007dataset

ROUGE-SU4 Recall

# of Topics 45

# of Documents per Topics 25

# of Terms 531174

# of Terms without Stopwords&Stemmings 20057

# of Summarizer Systems 32

Evaluation methods ESEGE 2 & ROUG

The results shown in Fig. 3 and Fig. 4 indicatestderable
improvement when compared to the average results of
summarization systems in the DUC2007 dataset. In
addition, our results show that selecting the lahge
compressed sentence (BaseLine.5) has made theebeks.

As Filippova [3] noted, the average recall and fsien for
sentence compression are calculated as the amdunt o
grammatical relations shared between standard gedicah
relations and system output ones, divided ovemilmaber

of relations of human generated sentence and d&rsys
output respectively. The Relations are obtained by
dependencies produced by Stanford PAr§gre results of
the proposed method evaluation (in the two best inges)

as well as results reported by Filippova [3] arespnted in
Fig.5 and Fig.6. the results show that in Base Lte

Recall-Oriented Understudy for Gisting Evaluation
Available at

http://nlp.stanford. edu/ sof t ware/ | ex-
par ser.shtnm
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Fig.3. Results using ROUGE-2 metric
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Fig.4.Results using ROUGE-SU4 metric
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Fig.6 compretion rate

V. CONCLUSION

In this paper, we proposed a new unsupervised appro

based on semantic role labeling for the sentenoguoession
task. The compressed sentences are produced higedmg
the semantic similarity between semantic levels thd
sentence, which is going to be compressed, and stinee
sentences in the context. Relying on the semastield,
produced sentences with acceptable grammar in ofidbe
cases, and removes applying additional rules. Esalts
show improvement in comparison to the state of dhe
approaches. In addition, our results show thatptioposed
method has been very effective for improving theuls of
automatic text summarization.
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