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Abstract— The recognition of face images is a complicated 
problem. Face images are often suffered from variations in 
brightness, head rotation, facial emotions and so on. Besides, 
amazing abilities of human brain in face recognition in the 
presence of these variations, contribute to design face 
recognition systems based on procedure of human brain. 
Surveying the recognition and perceptual system of human, 
shows that, this system has hierarchical and bidirectional 
structure. Furthermore, the performance of the system would 
strongly be improved by applying the information of upper 
layers of face recognition system in interpreting and processing 
the input data. 

In this paper, novel bidirectional architecture for face 
recognition inspired by human face recognition system is 
presented via applying inversion in artificial neural networks 
(ANN’s). In this approach, stored data in the inverse network 
is applied in the recognition system iteratively and then the 
correctness of face recognition model has been consequently 
improved by 8%. The proposed model is able to produce 12 
various facial expressions on the output, from only one input 
expression of each person, after training with AUT database 
images. 
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I. INTRODUCTION 
Face recognition in pictures and videos is one of the 

most popular subjects in image processing, pattern 
recognition and neural networks researches. It is a 
complicated and difficult problem; however its critical 
applications in security and military purposes have made 
wide motivations to build a robust and automatic face 
recognition system [5]. When a face recognition system, 
receives a new face image at its input, assigns a correct tag 
(like the person’s name) to the image according to the 
database information. Now two significant questions need to 
be surveyed: first, which features of the image should be 
extracted which consist necessary information to recognize 
the face, and second, how to categorize a new face image 
based on prior images. These steps are depicted in Fig. 1. 

 
Fig.1. Block diagram of face recognition system 

To our knowledge, many approaches have been 
proposed in pattern recognition fields, for extracting features 
from face images, and they can be classified into two 
general groups. First, geometrical methods, which are 
performing based on features including the nose width, lip 
border, eyebrow thickness, distance between eyes, and so on 
[8,9]. These methods aren't reliable as they would perform 
improperly with any changes in facial expression or 
environmental circumstances and generally have been used 
in the past. On the other hand, in recent years, a tendency to 
use statistical features based on global image appearances 
has been seen. Also this is supported by new developments 
in human biology areas. For instance, principal component 
analysis (PCA) and Fisher linear discriminator analysis 
(FLDA) methods, which do a kind of dimension reduction 
on the data, have a good performance [10-12]. In addition, 
other techniques including kernel PCA (KPCA), 
independent component analysis (ICA), wavelet transform 
(WT), Zernike and pseudo-Zernike moment invariant, 
neural networks and etc. have been significantly used for 
face recognition [15-21]. 

 A lot of researches in order to categorize the face 
images have been done which use feature vectors. The 
simplest way is to use Euclidean distance between the 
extracted feature vector and available feature vectors in the 
face image database. The minimum distance vector 
determines that which person is in this image. Multi-layer-
perceptron neural network (MLP-NN), radial basic 
functions (RBF) neural networks, support vector machine 
(SVM) and other approaches have been utilized for 
classification [22, 6]. 

Of course, it goes without saying that, beside these 
researches, there are still a lot of issues designing a robust 
and reliable face recognition system. These problems can be 
considered from two points of view: First, the face images 
have a lot of similar appearance characteristics; therefore the 
classification procedure would be difficult. Second, the 
variations in images including head posture, presence or 
absence of glasses, hair model and mood of the person and 
etc. would cause the recognition system to fail. But in most 
cases, wrong classification is occurred due to face 
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orientation and intensity variations. This matter leads to 
consider a lot of points during designing a robust face 
recognition system [7]. 

We can reduce fault rate of classifier neural networks by 
deleting these variations from face images, through 
nonlinear learning property of associative neural networks 
[24]. Moreover, using auto-associative neural network for 
nonlinear separation of effective variations in face images 
would result in improvement of the recognition system 
correctness and virtual images of persons with a desirable 
variety could be generated as well [25,26]. 

In this paper, we would introduce a bidirectional model 
of neural network for recognizing face which is inspired by 
human face recognition system. The main idea behind this 
model stems from neurologists’ researches; where, they 
have proved that robust performance of human face 
recognition system is a consequence of the brain’s particular 
processing procedures [13, 14]. We can mention the ability 
of mutual information processing as this method’s 
characteristic which is related to the brain.  

Bidirectional neural networks, inspired by human 
brain’s processing procedures, are being improved towards 
performance, flexibility, accuracy and reliability of the 
human brain. Using these networks in face recognition 
system helps to estimate and eliminate face variations. 

In the following section, Iranian face image database 
(AUT database) and their preprocessing will be introduced.  
Section III is dedicated to primary model of face recognition 
system using ANN. In section IV, the general method for 
inverting neural networks will be proposed. Section V 
describes how to improve this bidirectional network; and 
finally, experimental results will be surveyed. 

II. AUT FACE IMAGE DATABASE 
Many face image databases have been collected and 

published by research groups. However the constraints 
applied in these databases aren’t quantitatively and 
qualitatively identical. For instance parameters including 
sex, age, race, head rotation and brightness of the image, etc 
have different distributions in them. A collection of 27 valid 
face databases in face recognition, face position 
determination and emotional states, has been mentioned in 
[1]. 

We selected and used AUT Iranian face database in this 
paper. This database has been collected in 2004 by 
Amirkabir University of technology since there was no 
appropriate face image database in Iran. But the main reason 

in collecting AUT image database is that Iranians have 
particular faces and more important, Iranian women wear 
mainly veils. This database comprises of 1200 face images 
of 100 different persons, in which each one has 12 different 
images with variances in face orientation (looking straight, 
right and left, up and down), facial expression (smile, anger, 
wonder, closed-eye), illumination and also presence or 
absence of glasses. All images have been shot in an identical 
background with a resolution of 1728×2592 pixels and age 
variance has been considered as well. An example is shown 
in Fig .2. 

 
Fig.2. A Sample of AUT database images for one person 

We have used the face images of 80 persons (50 men 
and 30 women) of this database in this paper. The images 
are employed with the minimum background area (90×120 
pixels) as shown in Fig .3. 

 
Fig.3.A sample of face images used for training and evaluation 

A. Selecting images for training and test phases 
We selected randomly 6 images of 12 available images 

of each person for training the discussed models in this 
paper, and used 6 other ones to test them. Thus, 480 images 
would be used for training and 480 others for test purpose. 

B. Preprocessing on the face image data 
Each of the AUT face images is a 90×120 matrix which 

contains intensity of the image pixels. This face image can 
be assumed as a single vector:  𝑍𝑍𝑖𝑖 ⊂ ℜ10800 ×1 . In order to 
normalize this vector element to range [0, 1], we divided 
each element of this vector to the maximum gray-level of 
the images, in the training set, and the following matrix will 
be derived: (𝑍𝑍1,𝑍𝑍2, … , 𝑍𝑍480)  ⊂ ℜ10800 ×480 

Then the mean vector of the face images in training 
phase can be calculated as follows:  
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�̅�𝑍 = 1
480

∑ 𝑍𝑍𝑖𝑖480
𝑖𝑖=1 .  (l) 

Matrix Z, containing all images of training phase, will 
be calculated from equation 2 and would be used for 
training the neural network. In this equation, each input face 
image is normalized into the changes in whole face image 
database. 

𝒁𝒁 = (𝑍𝑍1 − �̅�𝑍,𝑍𝑍2 − �̅�𝑍, … ,𝑍𝑍480 − �̅�𝑍). (2) 

In test phase of the models, firstly each face image is 
converted to a 10800 dimensional vector, and then will be 
normalized to the range [0, 1]. The difference between these 
vectors and vector �̅�𝑍  would be used for evaluation of the 
models. 

III. FACE RECOGNITION MODEL 
Supervised feed-forward neural network is frequently 

used for classification in pattern recognition systems [6,24]. 
The structure of face recognition model, using neural 
network, is illustrated in Fig .3. This neural network, with 
two hidden-layers, can produce decision surfaces with any 
arbitrary complexity, consisted of cross-planes, for 
nonlinear mapping of input space (face images) to the 
classes (persons). The number of input neurons is chosen as 
the number of input face images’ pixels and the number of 
output neurons is as the number of the classes. We chose 
sigmoid function as the activation function of linear neurons 
in the hidden and output layers. The number of nodes in 
hidden layers is set based on the number of learning 
patterns. Selecting a small numbers of neurons, leads to 
weaken generalization feature of the network and lower the 
model credit. On the other hand, selecting too many neurons 
would enlarge the size of the model and long the training 
time, while has trifle effect on the accuracy of the model. 
These numbers are determined by experiment. N1= 300, 
N2=200. 

 

Fig.3. ANN architecture for face recognition model 

Corresponding to each face image vector at input(𝑍𝑍𝑖𝑖), a 
unique code vector 𝑃𝑃𝑖𝑖 = (𝑝𝑝,𝑝𝑝2, … ,𝑝𝑝80)𝑇𝑇 ⊂ ℜ80×1 is 
assumed at the output of the network. The aim of learning 
procedure is to find weights 𝑊𝑊1 ,𝑉𝑉1𝑎𝑎𝑎𝑎𝑎𝑎 𝑉𝑉2  for mapping: 
𝑍𝑍 → 𝑃𝑃  where matrix 𝑷𝑷 = (𝑃𝑃1 ,𝑃𝑃2 , … ,𝑃𝑃480 )  includes all 
considered codes for input images. 

In training phase, we intend to minimize the sparseness 
within each classes, and maximize it among the classes,  
therefore the input face image related to a person should set 
the corresponding output neuron to 1, and other neurons to 0 
(according to equation 3).(one and zero are the maximum 
and minimum values of sigmoid function respectively.) 

𝑝𝑝𝑖𝑖 = �1       𝑖𝑖𝑖𝑖(𝑍𝑍𝑖𝑖 ∈ 𝐶𝐶𝑖𝑖)
0       𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝑤𝑤𝑖𝑖𝑤𝑤𝑒𝑒

�  (3) 

The learning phase can be done in error back-
propagation manner .Thus the error, 𝛿𝛿𝑃𝑃 = 𝑖𝑖’ × (𝑃𝑃𝑖𝑖 − 𝑃𝑃�𝑖𝑖) of 
the output layer could be used for correction of the network 
weights, where 𝑃𝑃�𝑖𝑖  is output vector of the neural network, 
which is calculated for the input image that belongs to the ith 
person; And 𝑖𝑖 ′ = 𝑃𝑃�𝑖𝑖 × (1− 𝑃𝑃�𝑖𝑖)  is the derivative of the 
sigmoid function. The learning process will continue until 
minimizing the energy function according to the equation 4. 

𝐸𝐸𝑙𝑙 = 1
2

× ∑ �𝑃𝑃𝑖𝑖 − 𝑃𝑃�𝑖𝑖�
2480

𝑖𝑖=1 .   (4) 

In test phase, each face image is fed to the network, and 
then assigned to the class which its corresponding output 
node has largest value. 

IV. INVERTING THE NEURAL NETWORK OF FACE 
RECOGNITION MODEL TO FORM THE BIDIRECTIONAL MODEL 

The neurologists’ researches show that, there are 
bidirectional connections and interactions between primary 
and upper layers of sensing processes in brain. It seems that 
cortex, when receives a sensory signal, add a brief data to it, 
(in addition of up-to-down processes which is done by 
neurons) so that, reformed assumptions and imaginations of 
the person would near to the real objects [13, 14]. 

Mono-directional model of face recognition system, in 
section II, makes only a mapping from face images to the 
person codes, so this network might make a slip in 
confronting a new case.  

Now, we propose a new model of neural network which 
is inspired of calculative procedures of human brain. In this 
model, we invert the neural network to obtain the input from 
the output. The simplest way to implement this inversion is 
to use two feed-forward networks contrarily [23]. This 
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structure is shown in Fig. 4. The learning process of such a 
networks would converge to a solution if learning data are 
one-to-one; however if learning data are many-to-one (like 
recognition model), the direct network would converge, but 
the inverse one just reforms the inputs mean. 

 
Fig.4. 2 two-layered feed-forward neural networks 

Like face recognition model proposed in section III, 
learning process of the inverse network can be accomplished 
by error back-propagation. In this network, an estimation of 
network output can be achieved by putting each person’s 
code on the input. Correction of the network weights will be 
done by propagating the error 𝛿𝛿𝑧𝑧 = (𝑍𝑍𝑖𝑖 − �̂�𝑍𝑖𝑖) towards the 
input. The network training process, for 480 images 
belonging to 80 persons of training set, will continue until 
the energy function is minimized according to equation 5. 

𝐸𝐸2 = 1
2

× ∑ �𝑍𝑍𝑖𝑖 − �̂�𝑍𝑖𝑖�
2480

𝑖𝑖=1 .  (5) 

After this learning, 80 virtual images of database 
persons can be generated by putting code of each person on 
the input of inverse network. The images generated by 
inverse network for 6 foremost persons of AUT database are 
shown in Fig. 5. 

 
Fig.5. Virtual images of 6 foremost persons of AUT database 

After completing training phase of two networks, in test 
phase, each input image that is put on the input of direct 
network makes a primary recognition at the output; then this 
output is fed to the input of the inverse network and an 
estimation of input will be generated at the output of the 
network. By applying this output to input of the direct 
network and repeating this, until the network produces the 
same image, at network input, the ultimate recognition will 
be done. Figure 6 depicts this procedure. 

 
Fig.6. Bidirectional model with reiterating the output 

V. IMPROVEMENT OF PROPOSED BIDIRECTIONAL 
NETWORK 

The model described in section 4, is the simplest way to 
implement a bidirectional face recognition model. To 
improve this model, in addition of each person’s 
information, the information related to the variance in facial 
expressions should be recognized; for instance when you 
hear the name of a familiar person, you can remember 
his/her face with all diversities of facial expression. Further, 
in the case of unfamiliar persons, the diversities and their 
types are recognizable. Humans can imagine virtual images 
of a familiar person with diversities in expressions which 
have not seen before. (For example adding beard or glasses 
to the face of a person we have not ever seen) 

These images can be imagined, since the brain uses its 
preceding knowledge like beard or glasses that has seen on 
face of other persons. Fig.7 presents the structure of a 
bidirectional neural network based on face recognition 
system in human. 

The direct neural network makes a mapping from face 
images to the persons and their expression variations. 
Moreover, the inverse network can approximately reform 
the images by using persons’ information and facial 
expression diversities. 

 
Fig.7. Proposed bidirectional architecture for face recognition 

As 12 controlled various facial expressions exist in 
AUT database, the inverse network is perfectly trained, i.e. 
after training the inverse network we can regenerate all 480 
virtual images of the persons in AUT database by putting 
the persons’ codes on the network input. Furthermore, by 
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the knowledge of different persons of training database, 
stored in the network, we are able to obtain virtual images of 
persons while these images don’t belong to the database. An 
example is shown in Fig. 8 for one of the persons of the 
database. In this image, the inverse network has stored the 
features, such as smile, beard, and etc of the training 
database images and puts them on virtual face of this person. 

 
Fig. 8: Virtual images of facial expression diversities for one of 

persons of AUT database.  
These 6 images don’t belong to the training set. 

   As we know the recognition of front facial images 
without any facial emotion, is easy for human and even 
computer; so, only normal state images enter the direct 
network in reiterating the output. Then, like section VI, after 
training these two networks, each input image would pass 
through the network and make a primary recognition at the 
network output. This output will be fed to the input of the 
inverse network with a normal state and an estimation of the 
input is generated at the network output. The ultimate 
recognition will be done by applying this output to the input 
of the direct network, and repeating this task. This process 
will continue until the output of inverse network converges. 
These tasks are shown in Fig. 9 and the results are brought 
in table 1. 

 
Fig.9. Proposed bidirectional model with state normalization and 

reiterating the output at input 

VI. RESULTS 
In this section, the results of the experiments on all 

models discussed in the paper have been presented. All of 
the simulations have been done in MATLAB environment 
running on a dual core Pentium4 with 2GB of RAM. In all 
proposed networks, the learning rate is set to 0.1, 
momentum coefficient is 0.7 and all initial weights are 
chosen 0.1×Randn. To speed up the learning process, while 
network training, input data are randomly fed to the network 
and the learning rate reduces with error reduction. In the 

linear layer of the networks, the function derivation replaced 
with a small coefficient (0.01), otherwise the learning rate 
should be set to 0.001 so that the neural network converges. 
The maximum time for training the proposed bidirectional 
network is about 12 hours, and the minimum for the 
recognition model is 50 minutes. The percentages of 
correctness of the models are shown in table 1. 

Table 1.Results of the correctness face recognition models 

Face recognition technique Correctness 
percent 

Recognition Model in Fig. 3 [24] 84.4% 

Recognition model in Fig. 4 with reiterating the 
output at input 86% 

direct model Proposed in Fig. 7 84.8% 
Proposed bidirectional model with nonlinear 

normalization and reiterating the output in input 92.5% 

VII. CONCLUSION 
The usual method of face recognition includes feature 

extraction from face database and feature classification. 
Most of the techniques don’t use high abilities of human 
brain in face recognition. Our purpose is to employ the 
achievements of medical researches and propose models 
based on human vision system. 

Neurologists’ investigations about human brain shows 
that, processes in vision path and the cortex are consisted of 
feed-forward computations and receiving feedback from 
higher layers. The recognition task in human isn’t performed 
in one step, but also it is done in several feed-forward and 
recursive steps and what is recognized  in each step, is 
employed in order to model correspondence in next steps. 

Mono-directional architectures of multi-layer feed-
forward neural networks, although have the capability of 
nonlinear mapping, but they aren’t efficient in presence of 
variations in input patterns. Utilizing a feed-forward 
network beside an inverse network causes to constitute a 
bidirectional network. This structure increases the abilities 
of the network in processing and recognition. In this 
bidirectional structure, stored data in the direct network 
weights is the knowledge, generated from similarities 
learned in input patterns, while inverse network learns to 
reform the same image by available information in decision 
regions. 

Proposed bidirectional architecture, recognizes the 
persons’ information and their variations. This architecture 
learns the common features in the database. So it can 
recognize the face images in testing set and even generate 
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virtual images with variations and delete or change these 
variations. 
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