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Abstract—This paper proposes a markerless video analytic 

system for quantifying body parts movement while lying. 

These movements include: hand, leg, both hand & leg and 

turning to left or right movements. Combination of pixel 

intensity and area difference of both segmented and the whole 

parts of each silhouette compared with the following 

silhouettes would provide a useful cue for detection of different 

body parts movement while lying. Extracted feature vectors 

after applying PCA algorithm for dimension reduction are 

finally fed to a multiclass support vector machine for precise 

classification of proposed movements. Unlike most of the 

existent human action detection systems that only deal with 

human movements while standing, we have considered 

movements that a person does while lying, which has a wide 

range of application in sport and medical science. Reliable 

recognition rate of experimental results underlies satisfactory 

performance of our system. 

Keywords-video surveillance; human shape; multiclass 

support vector machine; human action recognition; feature 

reduction; 

I.  INTRODUCTION 

Recognizing human action is a key component in many 
computer vision applications, such as video surveillance, 
human computer interface, video retrieval and virtual reality. 
Surveys are, for example, [1], [2] and [3].  

Developing a system that can identify any type of human 
action is a challenging problem. In this paper a reliable 
method based on multiclass support vector machine has been 
developed for the recognition of human actions while lying. 
There are lots of approaches which advocate the use of single 
feature for human action classification. Some works are, for 
example, [4] and [5]. 

As it is obvious that single feature is insufficient for real 
action classification, The need for more features has been 
observed in [6] and [7]. We have used intensity and area 
difference shape features which are extracted from each 
silhouette and it’s segmentation in different ways. 

Human motion recognition works can be classified into 
model-based methods, and appearance-based methods [8].  

Since a model-based method need a lot amount of 
computation cost for pose estimation, we have used an 
appearance-based method which attempts to recognize 
human motions with no prior model action [9] and [10]. The 
appearance-based features have been extracted from the 
segmented foreground part of each video frame. 

Since it is more difficult to monitor a person’s different 
body parts movement while lying we need to have a good 
camera place management while installing. Our expriments 
show that a camera which is installed on the wall near the 
ceiling is a good choice to capture the human’s body parts 
movement while lying. 

II. RELATED WORKS 

Considerable works have been done in the field of human 
action detection. In [11], [12], [13] and [14] an action 
detection system has been proposed to detect human basic 
actions such as: walking, bending, hand waving and boxing. 
In [15], [16], [17] and [18] human action detection systems 
have been proposed to detect falling down events. As it is 
obvious most human action detection systems have been 
proposed to detect human actions while standing. In this 
paper we propose a human action detection system with a 
reliable method to detect human different actions while 
lying. 

III. PROPOSED METHOD 

This paper proposes a novel method for distinguishing 
human different actions while lying using a single camera. 
Our approach exploits computer vision techniques to detect 
people inside a single room. After applying a static key-
frame selection method, we do a background subtraction 
process and extract a binary silhouette on each selected video 
frame. After the silhouettes are acquired, the next step 
involves extracting features and tracking their pattern over 
time. Due to the high dependence of classification results on 
efficient image features, this procedure is a crucial factor in 
the system performance.  
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Figure 1.  An example of a silhouette and it’s segmentation by the 

proposed method: (a) sample silhouette, (b) segmented sample silhouette. 

Since different body parts movement produce a different 
shape representation, we have analyzed the shape changes of 
extracted silhouettes in the video sequence. It appears that 
combination of pixel intensity and area difference shape 
features of each silhouette compared with the following 
silhouettes would provide a useful cue for detecting different 
body parts movement while lying. To increase the accuracy 
of the classification results using the proposed extracted 
features, we have also done a segmentation process on each 
selected silhouette in such a way that we have devided each 
silhouette into eight segments and then extracted the 
proposed shape features from each segment of every 
silhouette separately. We have then compared the extracted 
features of each segment with the similar segments of the 
consecutive frames. Fig. 1 shows a silhouette and it’s 
segmentation with the proposed method. The extracted 
features will then be fed to a multiclass support vector 
machine for precise classification of movements. 

A. Proposed System Overview 

Overview of the system is shown in Fig. 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  Proposed system flow. 

 

 
 
 
 

 
 
 
 
 
 
 
 
 
 

 

Figure 3.  Sample extracted silhouettes of the proposed body parts 

movements: (a) turning left, (b) left leg movement, (c) right hand 

movement, (d) simultaneous movement of hand and leg: right leg and  right 

hand. 

B. Foreground Segmentation and keyframe selection 

We have used the background subtraction method which 
is a popular way for motion segmentation and foreground 
subtraction by differencing between current image and a 
reference background image in a pixel by pixel fashion. The 
method which has been used for background subtraction is a 
fairly robust one which gives appropriate results on image 
sequences. Fig. 3 shows some extracted silhouettes of the 
four proposed body parts movements. 

We have also applied a static key-frame selection method 
which selects one frame of every K arbitrary consecutive 
frame for feature extraction. An implementation of our work 
shows that setting 5K  will provide a good implementation 

result. 

C. Feature Extraction 

Feature extraction is a main step in any recognition 
system. We have used geometrical features extracted from 
human shapes to form the final feature vector. So we have 
analyzed the shape changes of the selected silhouettes of the 
video sequence. Our expriments show that human shape is a 
good feature In order to capture different body parts 
movement while lying. In this research we have extracted 
two types of geometrical shape features to create the final 
feature vector. 

1) Pixel intensity difference: We have extracted the 
number of pixel value differences of the same place from 
the consecutive frames as the pixel intensity difference. 
When a person moves, his/her different body parts pixel 
intensities of the silhouette in the consecutive frames will 
change a lot. To create the part of feature vector which is 
related to this feature, we have extracted it from the 
segmented parts of the consecutive frames and also from the 
whole part of two consecutive frames. For the proposed 
different body parts it appears that pixel intensity difference 
is a good feature to extract and evaluate. 

2) Area Difference: To extract the area difference 
feature we calculate the number of pixels which are in the 
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subtracted foreground part of each silhouette. We also 
extract the defined feature for segmented parts of the 
silhouettes. The calculated pixel number difference between 
consecutive frames could be a good feature to create the 
second part of our final feature vector. 

D. Feature Reduction 

Although, the extracted feature vector of the motion 
features can be used directly in body parts movement 
classification, many studies, in the field of data analysis and 
feature selection, suggest that not all the features are useful 
for classification accuracy. In this research we have used the 
Principal Components Analysis (PCA) technique for feature 
reduction. 

PCA is a statistical method for reducing the dimensions 
of the data [19]. It selects a set of variables that are 
uncorrelated with each other and, at the same time, each one 
is linear combination of the original variables. Principal 
components are derived from the original data such that the 
first principal component accounts for the maximum 
proportion of the variance of the original data set, and 
subsequent orthogonal components account for the 
maximum proportion of the remaining variance. The process 
steps of PCA are as follows: 
 
Step 1) Compute the mean vector of data 
Step 2) Compute the covariance matrix of data 
Step 3) Compute the eigenvalue and eigenvector matrix of 
covariance matrix. 
Step 4) Form the components using the eigenvectors of the 
covariance matrix as weighting coefficients. 
 

The exprimental results show that the PCA classifier 
performs well for our data set. 

E. Body Parts Movement Classification 

Support vector machines (SVMs) [20] are very popular 
and powerful in pattern learning because of supporting high 
dimensional data and at the same time, providing good 
generalization properties. Moreover, SVMs have many 
usages in pattern recognition and data mining applications 
such as text catagorization [21] and [22] phoneme 
recognition [23], 3D object detection [24], image 
classification [25], bioinformatics [26] etc. At the beginning, 
SVM was formulated for two-class (binary) classification 
problems. The extension of this method to multi-class 
problem is neither straightforward nor unique. DAG SVM 
[27] is one of the methods that have been proposed to extend 
SVM classifier to support multi-class classification.  

1) Binary support vector machine formulation: Let 

1{( , )}n
i i iX x y   be a set of n training samples, where 

m
ix   is an m-dimensional sample in the input space, and 

 1,1iy    is the class label of sample ix . SVM finds the 

optimal separating hyperplane (OSH) with the minimal 

classification errors. The linear separation hyperplane is in 

the form of: 

 ( ) Tf x w x b   

where w  and b  are the weight vector and bias, 

respectively. The optimal hyperplane can be obtained by 

solving the optimization problem (4), where i  is slack 

variable for obtaining a soft margin while variable C  

controls the effect of the slack variables. Separation margin 

increases by decreasing the value of C .  

In a support vector machine, the optimal hyperplane is 

obtained by maximizing the generalization ability of the 

SVM. However if the training data are not linearly 

separable, the obtained classifier may not have high 

generalization ability, eventhough the hyperplanes are 

determined optimally. To enhance linear seperability, the 

original input space is mapped into a high-dimensional dot-

product space called the feature space. Now using the 

nonlinear vector function 1( ) ( ( ),..., ( ))Tlx x x    that 

maps the m-dimensional input vector x into the l-

dimensional feature space, the OSH in the feature space is 

given by: 

 ( ) ( ) ,Tf x w x b   

The decision function for a test data is: 

 ( ) ( ( ) ),TD x sign w x b   

The optimal hyperplane can be found by solving the 

following quadratic optimization problem: 


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2) Multiclass support vector machine: As described 

before, SVMs are intrinsically binary classifiers, but, the 

classification of body parts movment involve more than two 

classes. In order to face this issue, a number of multiclass 

classification strategies can be adopted [28] and [29]. The 

most popular ones are the one-against-all (OAA) and the 

one-against-one (OAO) strategies.  

The one-aginst-one constructs ( 1) 2n n decision 

functions for all the combinations of class pairs. 

Exprimental results indicate that the one-agaist-one is more 

suitable for practical use. We use OAO for body parts 

movement classification. 
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Figure 4.  Examples of each body parts movement: (a) turning left, (b) 

right leg movement, (c) right hand movement, (d) simultaneous movement 

of hand and leg: left hand and left leg. 

IV. EXPRIMENTAL RESULTS AND DISSCUSION 

A. Data Acquisition 

The dataset which we have prepared and used for human 
action recognition while lying includes four types of actions 
obtained from three persons with different clothings. The 
video sequence has been prepared using a fixed place 16 
Mega Pixel SONY Digital Camera while the person is lying 
toward it. Fig. 4 shows examples of each body parts 
movement. 

B. Performance Evaluation 

The experimental results show that the system has a 
robust recognition rate in detecting proposed body parts 
movements. TABLE I represents the experimental results. 

,aN STD and R  respectively refer to number of actions, 

standard deviation and the recognition rate. 
Also, for better understanding of the wrong classification 

results we have illustrated the confusion matrix of the 
classifier output in TABLE II. Notice that M1-M4 are 
respectively representative of these body parts movements: 
Turning Left or Right, Leg, Hand, both Hand & Leg 
movements. 

TABLE I.  RECOGNITION RATE FOR VARIOUS MOVEMENTS 

TABLE II.  CONFUSION MATRIX 

 
 
 
 
 
 

 

 
 

V. CONCLUSIONS 

In this paper a novel efficient approach based on support 
vector machines for different body parts movement detection 
is proposed. One of the main advantages of the proposed 
system in comparison with other human action detection 
system is to detect human different body parts movement 
which includes: hand, leg, both hand & leg and turning to 
left or right whlie lying by extracting efficient shape features. 
Exprimental results show that feature selection greatly 
improves the quality of classification. The combination of 
pixel intensity and area difference shape features, give useful 
information on the proposed movements. Our expriments 
indicate that multiclass SVM methods are more suitable for 
human body parts movement recognition than the other 
methods because of their capacity to solve an optimization 
problem in one step. 

For future works extracting and combining more 
amounts of efficient shape features will provide better 
classification results. 
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