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Abstract— One of the most significant practical challenges for 

face recognition is a likeness of faces which leads to a big 

problem in classification of different classes. To tackle this 

problem, we present a novel method based on similarity of 

each face with other faces using the Pearson correlation 

coefficients. Besides, another problem is variability in lighting 

intensity which its physics are difficult for accurate model. In 

this paper, first, discrete wavelet transform (DWT) is used for 

feature extraction. Next, with respect to the correlation matrix, 

two algorithms are employed, namely, K-means clustering and 

particle swarm optimization (PSO) based scattering ratio 

matrix of correlation features. Then for each cluster, the 

process of classification is continued by normalization of the 

each subset firstly and then the decision making for each 

subset is performed by support vector machine (SVM). The 

experiments are performed on the ORL and Yale databases 

and the results show that there are a significant improvement 

in 45 features based weighted recognition rate. 
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I.  INTRODUCTION  

      A method that can verify or indentify a person from a 

digital image is named face recognition. As a special study 

of pattern recognition, face recognition has proved to be 

very useful in daily life such as for security access control 

systems, content-based indexing, and bank teller machines 

[1-5]. Generally, there are two kinds of approaches to face 

recognition, namely, feature-based and template matching 

(holistic approaches). The feature-based approach is based 

on the shapes and relationships between the individual facial 

features containing mouse, nose, eye and chin. On the other 

hand, the holistic approach handles the face images globally 

and extracts important facial features based on high-

dimensional intensity values of face images automatically 

[6]. Although the feature-based approaches are more robust 

against rotation, scale, and illumination variations, they 

significantly depend on the accuracy of facial feature 

detection methods. It has been argued that the existing 

feature-based methods are not reliable enough for extracting 

individual facial features [6]. On the other hand, due to the 

well-known statistical methods in holistic face recognition, 

it has attracted more attention compared with the feature-

based approach [6].  

      Illumination is considered one of the most difficult tasks 

in face recognition. The illumination setup in which 

recognition is performed in most impractical cases to 

control, its physics difficult to accurately model and face 

appearance differs as variance of illumination is often larger 

than those differences between individuals. Reliable 

techniques for recognition under more extreme variations 

caused by noise or illumination are highly nonlinear and 

have proven elusive [7]. 

      By implementing suitable feature extractor, discrete 

wavelet transform (DWT), we can tackle these problems. 

With considering of features in frequency domain, an image 

is represented as a weighted combination of main functions. 

High frequency domain devotes unimportant information to 

itself while the crucial information can be found in low 

frequency domain. Sellahewa and Jassim have proved that 

the low frequency approximation sub-band is suitable for 

face descriptor for recognition [8,9]. 

      DWT coefficients are obtained by passing the image 

through the series of filter bank stages. The procedure of 

appropriate design of DWT and then selecting the low 

frequency approximation sub-band lead to improve the 

robustness of features space with respect to variation in 

illumination. After finding the robust features as face 

descriptors, our aim is to find the relations through the 

different faces to make decision about the face class 

assignment.  

      The next task is to perform classification of these lower-

dimensional feature vectors. Various classifiers were used 

for discrimination among classes such as probabilistic 

neural networks (PNN), statistical models like hidden 

Markov models (HMMs), Gaussian mixture models 

(GMMs) and support vector machines (SVMs) [10-12].  

SVM has been successfully applied to various pattern 

classification problems, such as handwritten digit 

recognition, text categorization and face detection, due to 

their powerful learning ability and good generalization 

ability. SVM maps the feature space to some new feature 

space where the classes are more separable, and then 

attempts to maximize the margin between the separating 

boundaries and support vectors. Standard Linear SVM 
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model tries to solve the two class classification problems 

which are linearly separable, but for solving nonlinear 

feature spaces, the SVM models use  the  nonlinear  

functions  such  as  Radial  Basis  Function  (RBF)  to  map  

the  features  space to some new linear separable features 

space and  then find  the  appropriate  decision  boundary  

[13,14].  

      Then, the rest of this paper is organized as follows. 

Proposed methods are briefly introduced in Section 2. 

Section 3 determines our experimental results on both ORL 

and Yale datasets. Finally, conclusion is given in Section 4.  

II. PROPOSED METHODS 

      DWT, a powerful feature extraction method, is done as 

follows: In the first level of decomposition, the image is 

split into four sub-bands, namely HH1, HL1, LH1, and LL1, 

as illustrated in Fig. 1. The HH1 sub-band gives the 

diagonal details of the image; meanwhile HL1 and LH1give 

horizontal and vertical features. The LL1 sub-band is the 

low resolution residual consisting of low frequency 

components which is further split at higher levels of 

decomposition [15]. Fig. 2 shows an image from the ORL 

face database with images obtained after one-level wavelet 

and three-level wavelet transform, respectively. 

 

 
Figure 1. The process of decomposing an image 

 
Figure 2. The process of DWT feature extractor 

 

      To evaluate the similarity of each face comparison with 

other classes, the Pearson correlation coefficients are 

evaluated for each pair of faces through their DWT 

coefficients and then an array of these face pairs correlations 

is computed. The Pearson correlation coefficient for two 

array of X and Y and can be obtained by: 
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      As the same, xSS can be evaluated for the X, and N  is 

the dimension of each array. By evaluating the Pearson 

correlation coefficient of each face pair, an M M  matrix is 

obtained which M is the number of indexed faces and each 

row of the matrix contains
iMiii rrrF ,...,,: 21

. 

      The within-class-scatter 
WS  and between-class- scatter 

BS  can be measured by knowing the covariance matrix and 

the prior probability of each class.  WStrace
 
is a measure 

of the variance of  the features in all classes and  Btrace S  

is a measure of the mean in each class from the whole 

features. With these definitions, the total scatter matrix 
TS  

can be defined by a measure of variance of all training 

samples from the global mean. The aim is that, the ratio of 

 Ttrace S  to  WStrace
 
should be as large as possible.  

K-means algorithm is used for partition the classes into 

some new clusters which the classes of each cluster are 

similar to each other. K-means clustering is a method 

commonly used to automatically partition a data set into k 

groups [16]. It proceeds by selecting k initial cluster centers 

and then iteratively refining them as follows: 

1. Each instance 
id is assigned to its closest cluster center. 

2. Each cluster center 
iC
 
is updated to be the mean of its 

constituent instances. 

      Considering clusters, K-means algorithm is applied to 

the correlation matrix and the indexed mean feature vector 

for each cluster is evaluated after some iteration. This step 

of face recognition is so vital because if the similarity 

analysis makes the wrong decision, then the future steps 

also will face to problem, so it shall be robust with face 

image changes.  

     The better features for clustering can be selected by 

minimizing the reverse of this ratio through the PSO. The 

idea of PSO was first raised by J. Kennedy and R. Eberhart 

in 1995. PSO is an evolutionary computing algorithm 

inspired by nature and is based on repetition. The social 

behavioral of animals like birds and fish when they are 

together has been the inspiration source for this algorithm 

[17]. PSO, the same as other evolutionary algorithms, 

begins with a random matrix as an initial population. Unlike 

genetic algorithms (GA), normal PSO doesn‟t have 

evolutionary operators like mutation and breeding. Each 

member of the population is called a particle. In fact, in the 

PSO algorithm a certain number of particles that are formed 

randomly make the initial values. 

      There are two parameters for each particle, namely, 

position and velocity of the particle, which are defined by a 

space vector and a velocity vector, respectively. These 

particles form a pattern in an n-dimensional space and move 

to the desired value. The best position of each particle in the 

past and the best position among all particles are stored 

Archive of SID

www.SID.ir

http://www.sid.ir


separately. According to the experience from the previous 

moves, the particles decide how to make the next move. In 

every iteration, all particles in the n-dimensional problem 

space move to an optimum point. In each iteration, the 

position and velocity of each particle can be modified 

according to the following equations: 

   1 1 2 2( 1) ( ) ( ) ( ) ( ) ( )
i ii i best i best iv t wv t C r p t x t C r g t x t     

       (4)      

( 1) ( ) ( 1)i i ix t x t v t   
                                (5) 

where n represents the dimension (1 ≤ n ≤ N), C1 and C2 are 

positive constants, generally considered 2.0. r1 and r2 are 

random numbers uniformly between 0 and 1; w is inertia 

weight that can be constant or defined by equation [18]. 

Equation (6) expresses that the velocity vector of each 

particle is updated ( ( 1)iv t  ) and the new and previous values 

of the vector position ( ( )ix t ) create the new position vector 

( ( 1)ix t  ). In fact, the updated velocity vector affects both 

local and global values. The best response of the local 

positions is the best solution of the particle until current 

execution time (pbest) and the best global solution is the best 

solution of the entire particles until current execution time 

(gbest). We set PSO parameters with trial and error as 

follows: population size=15; C1=C2=2; iteration=50; w=1. 

Then, the process of classification is continued by first 

normalization of cluster„s feature vectors and then applying 

the SVM classifier for that cluster.  

      The preliminary SVM was a binary classification 

method that tries to find the optimal linear/nonlinear 

decision surface based on the concept of structural risk 

minimization. The decision surface is a weighted 

representation of the elements of training set [13]. The 

elements on the decision surface are defined by a set of 

support vectors which characterizes the boundary between 

two (or more) classes. Generally, the problem of multi-class 

is solved by combining multiple two class SVMs. The input 

to a SVM algorithm is a training data 

set     1 1 2 2, , , ,x y x y . ix represents the data and 
hy =1 

or -1 is the corresponding label considering two-class 

problem. The outputs of a SVM algorithm are a set 

    1 1 1 2 2 2, , , , , ,s y s y   where si denotes a support 

vector, 
i is the weight of

is ,
iy is the class label of si. 

By 

supposing a constant term b, the linear decision surface can 

be rewritten as [14]: 

. 0w z b                                     (6) 

                                  (7)i i i

i

w y s                                                                                         

      With assumption of face recognition as a multi-class 

classification, the task is to generalize the standard SVM 

model. We select the one-versus-the-rest approach that 

constructs SVMs which the train thk model chooses the thk  
class as the positive examples and the remaining  1k  

classes as the negative examples. Comparison with one-

versus-one, it significantly needs less training time. At last, 

indexed SVM classifier is learned through quadratic 

programming in order to find the class‟s boundaries with 

maximum margins. This technique helps to find the accurate 

relations between nearest similarity faces. Fig. 3 illustrates 

the flowchart of the proposed approach. 

      Being easy to recognize different images rather than 

similar images, the computational modeling of this concept 

can be adapted that the familiar subsets can be selected with 

some strategies and then according to each subset, 

independent accurate classification approaches can be 

performed according to face image features. 

 

 
Figure 3. The flowchart of proposed methods 

 

III. SIMULATION RESULTS 

      To test the proposed methods, ORL and Yale face image 

databases were selected. So that compare among various 

methods, weighted recognition rate is used with respect to 

different numbers of feature. The advantage of this criterion 

is that the effect of the number of the training samples on 

various approaches could be studied through the 

simulations. 

A.  ORL Face Database 

      The ORL database consists of 40 groups, each one 

contains ten 112×92 gray scale images of a single subject. 

Each subject‟s images differ in lighting, facial expression, 

details (i.e. glasses/no glasses) and even sliding.  
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     Then, the K-means algorithm with different number of 

clusters is used to partition the dataset into familiar clusters. 

We reached the best result with three clusters. In order to 
improve the performance of classifier, the features vectors 

are normalized with the zero means and unit variances. 

Indexed SVM classifier with the procedure of quadratic 

programming then is learned to identify each face‟s class. 

      One important point for recognition is suitable 

initialization of parameters because this stage helps us to 

precisely classifying the familiar subsets. But the procedure 

of similarity analysis is so important and the errors resulted 

from this part can significantly decrease the recognition 

performance. For achieving clusters which contain similar 

classes, we proposed PSO based scattering ratio 

optimization for clustering. 

      These algorithms are run with different number of 

training samples from 1 to 5 iterations and the weighted 

mean recognition rate then is evaluated. Fig. 4 illustrates the 

weighted mean recognition rates of proposed approaches 

and conventional classification method in terms of the 

number of features. Generally speaking that our proposed 

methods outweigh the conventional SVM method is 

obvious. As far as weighted recognition rate is concerned, if 

we increase the number of features (DWT coefficients), the 

weighted recognition rate will rise until it leveled off in 40 

features, and the figures for all methods will be same after 

this point. 

 

40

50

60

70

80

90

0 10 20 30 40 50 60 70 80 90 100

W
ei

g
h

te
d

 R
ec

o
g

n
it

io
n

 R
a

te

Number of Features

SVM

Proposed 1 + SVM

Proposed 2 + SVM

 
Fgure 4. Comparison of the weighted mean recognition rates of 

proposed approaches and conventional classification method in 

terms of the number of features for ORL face database. 

 
      45 features of DWT coefficients are assumed as face 

descriptors. Fig. 5 shows the effect of number of training 

samples in face recognition that the more training samples 

are used, the better recognition rate will be. The results 

demonstrate that compare with linear SVM the proposed 

approaches lead in improvements, in 45 features from 5% 

for PSO to 4.5% for K-means algorithm. 

      Fig. 6 gives information about the recognition rate for 

one sample of each class with respect to the number of 

features. In compare with weighted recognition rate, the 

recognition rate is decreased for 1 training sample. As it‟s 

shown, for lower number of features, both proposed 

methods 1 and 2 are same and outweigh other methods but 

by increasing in the number of features, the second 

proposed method (PSO + SVM) has a better recognition 

rate. 
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Figure 5. The performance of face recognition methods in terms of 

the number of training samples of ORL face database 
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Figure 6. Evaluation of the recognition rates with assuming one 

learning sample of each class, in terms of the number of features for 

ORL face database 
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B. Yale Face Database 

     The Yale face database contains 165 images of 15 

individuals (each person provides 11 different images). 

After feature extraction, to obtain good clusters we 

implemented k-means and PSO. In testing module each face 

subset is evaluated by n mean feature vector which obtained 

after employing proposed methods. Afterwards the class is 

recognized by first features vectors normalization and then 

classification with the indexed SVM classifier. 

      Fig. 7 shows weighted recognition rates of proposed 

methods for different number of features. Overall trend for 

all methods is an upward until they reached saturation. A 

comparison study of proposed methods shows that behavior 

of trend can be divided in a two stage. At the first stage for 

number of features lower than 65, K-means algorithm 

outweighs other methods whereas weighted recognition rate 

is above 80%. 

      In the second stage, for the number of features above 65, 

proposed method 1, PSO works better than others. This fact 

must not be ignored that all proposed methods outranks 

linear SVM, for example with 45 features, proposed 

algorithms have a better performance based weighted 

recognition rate for both PSO and K-means. Besides, Fig. 8 

illustrates recognition rate for different number of training 

samples. 
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Figure 7. Comparison of the weighted mean recognition rates of 

proposed approaches and conventional classification method based 

on the number of features for Yale face database 
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Figure 8. The performance of face recognition methods in terms of 

the number of training samples of Yale face database 

 
      Having no access to many images, we considered 

recognition rate of proposed techniques for one training 

sample as it shown in Fig. 9. 

30

35

40

45

50

55

60

65

70

75

80

0 10 20 30 40 50 60 70 80 90 100

R
e
c
o

g
n

it
io

n
 R

a
te

Number of Features

SVM

Proposed 1 + SVM

Proposed 2 + SVM

Figure 9. Evaluation of the recognition rates with assumption of one 

learning sample of each class, in terms of the number of features for 

Yale face database 

 
      As it‟s shown, the performance of our approaches is 

significantly better than conventional SVM. Also compared 

to other methods, PSO seems a bit more efficient. Another 

important criterion that must not be ignored is processing 

time. Although in training phase, search techniques like 
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PSO consume more time compared with conventional SVM, 

but in detection module, results can be computed quickly 

and with lower memory requirements. This might prove 

lucrative for embedded systems programmers, which have 

storage and processing constraints.  

IV. CONCLUSIONS 

      In this paper K-means clustering and PSO based 

scattering ratio optimization have been proposed for face 

recognition. The ORL and Yale database images have been 

used for conducting all the experiments. First, features have 

been extracted by DWT which greatly has decomposed 

image to different sub-bands as well as maintains the main 

facial features. Then, faces which have had similar to each 

other had to be placed in one cluster. Therefore, new subsets 

have been made which index SVM examines to find the 

appropriate decision boundaries for those similar faces. We 

have tested proposed methods from three aspects: weighted 

recognition rate, number of training samples and recognition 

rate for one training sample. In all examinations, proposed 

approaches have had a better performances rather than 

conventional SVM.  
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