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Abstract  

     The production planning problems encountered in real- life situations are generally intractable 

due to a number of practical constraints. The decision maker has to find a good feasible solution in 

a reasonable execution time rather than an optimal one. The objective is to satisfy the requirements 

in the production plan with minimum costs over a multi-period planning horizon. This paper 

proposes a new mixed integer programming model for multi-item capacitated lot-sizing problem 

with setup times, safety stock and demand shortages. The problem is NP-hard and to solve it, a 

harmony search (HS) approach is used. To verify and validate the efficiency of the HS algorithm, 

the results are compared with those of the Lingo 8 software. Results suggest that the HS algorithm 

have good ability of solving the problem, especially in the case of large and medium-sized problems 

for which Lingo 8 cannot produce solutions.  
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1. Introduction  

 

The lot-sizing problem is to find the right balance between these costs so as to minimize the total 

costs (Hoesel and Wagelmans, 1991). (Wagner and Whitin, 1958) presented a dynamic 

programming solution algorithm for single product, multi-period inventory lot-sizing problem. The 

Wagner-Whitin algorithm for dynamic lot-sizing has often been misunderstood as requiring 

inordinate computational time and storage requirements. (Absi and Kedad-Sidhoum, 2009) 

addressed a multi-item capacitated lot-sizing problem with setup times, safety stock and demand 

shortages. They proposed a Lagrangian relaxation of the resource capacity constraints and 

developed a dynamic programming algorithm to solve the problem. (Süral et al, 2009) considered a 

lot-sizing problem with setup times where the objective is to minimize the total inventory carrying 

cost only. They proposed some efficient Lagrangian relaxation based heuristics for a lot-sizing 

problem. (Abad, 2001) considered the problem of determining the optimal price and lot-size for a 

reseller. He assumed that demand can be backlogged and that the selling price is constant within the 

inventory cycle. (Aksen et al., 2003) addressed a profit maximization version of the well-known 

Wagner–Whitin model for the deterministic single-item uncapacitated lot-sizing problem with lost 

sales. The authors proposed an O(T
2
) forward dynamic programming algorithm to solve the 

problem. (Brahimi et al., 2006) presented four different mathematical programming formulations of 

the Single-item lot sizing problems. (Chu et al., 2013) addressed a real-life production planning 

problem arising in a manufacturer of luxury goods. This problem can be modeled as a single-item 

dynamic lot-sizing model with backlogging, outsourcing and inventory capacity. They showed that 

this problem can be solved in O(T
4
logT) time where T is the number of periods in the planning 

horizon. (Tang, 2004) provides a brief presentation of simulated annealing techniques and their 

application in lot-sizing problems. (Sadjadi et al., 2009) proposed an improved algorithm of the 

Wagner and Whitin method. In so doing, they first assumed that shortage is not permitted and 

inventory holding and setup costs are fixed, and then assumed the possibility of shortage and 
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variability of setup and holding costs. (Absi et al, 2013) investigated the multi-item capacitated lot-

sizing problem with setup times and lost sales. Because of lost sales, demands can be partially or 

totally lost. To find a good lower bound, They used a Lagrangian relaxation of the capacity 

constraints. They propose a non-myopic heuristic based on a probing strategy and a refining 

procedure. 

The main contribution of this paper is twofold. First, we develop the uncapacitated multi-item 

lot-sizing problem with demand shortage and safety stock deficit costs with capacity stock, limited 

outsourcing and several methods for produce. Then we design Harmony search (HS) algorithm to 

solve the problem. The remaining of this paper is organized as follows: Section 2 describes an MIP 

formulation of the multi-item capacitated lot-sizing problem. The solution approach (HS) is 

presented in Sections 3 and Section 4 presents computational experiments. The conclusions and 

suggestions for future studies are included in Section 5. 

 

2. Problem formulation 

 

In this section, we present an MIP formulation of the problem. The Multi-item capacitated lot-

sizing problem with backlogging, safety stocks and limited outsourcing, is a production planning 

problem in which there is a time-varying demand for an item over T periods. First the problem, 

assumptions, parameters, and decision variables have thoroughly been discussed, and then the 

proposed model has been defined. 

 

2.1. Assumptions 

 

      Before the formulation is considered, the other following assumptions are made on the problem. 

 

I. The demand is considered deterministic. 

II. Shortage is backlogged. 

III. Shortage and inventory costs must be taken into consideration at the end. 

IV. Raw material resource with given capacities are considered. 

V. The quantity of inventory and shortage at the beginning of the planning horizon is zero. 

VI. The quantity of inventory and shortage at the end of the planning horizon is zero. 

2.2. Parameters 

T: Number of periods, indexed from 1 to T, involved in the planning horizon 

N: Number of products, i = 1, …, N 

J: Number of production manner, j = 1,…, J 

dit: The demand for product i in the period t 

Lit: The quantity of the safety stock of product i in the period t 

Cijt: The production cost of each unit of product i in the period t through the manner j 

Aijt: The setup cost of the production of product i in the period t through the manner j 

:ith   The unit holding cost of product i in the period t 

:ith   Unitary safety stock deficit cost of product i in period t 

:it  Unitary shortage cost of product i in period t 

:it  Unit out-sourcing cost of each unit of product i in the period t  

Mi :  A large number 

vi : Space needs for per unit of product i 

:t  The total available space in period t 
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2.3. Decision Variables 

Xijt: Production quantity for product i in the period t through the manner j 

yijt: Binary variable; 1 if the product i is produced in the period t through the manner j, otherwise ijty

=0 

Uit: Out-sourcing level of product i in the period t 

:itI   The quantity of shortage of product i in the period t  

:itS   The quantity of overstock deficit of product i in the period t  

:itS   The quantity of safety stock deficit of product i in the period t 

 

 

2.4. The proposed Model 
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The objective function (1) shows the total cost. Constraints (2) are the inventory flow 

conservation equations through the planning horizon. Constraints (3) and (4) define respectively, 

the demand shortage and the safety stock deficit for item at end period is zero. If we produce an 
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item at period t, then constraints (5) impose that the quantity produced must not exceed a maximum 

production level Mt. Mt is a large number. 

Constraints (6) and (7) define upper bounds on, respectively, the demand shortage and the safety 

stock deficit for item in period t. Constraints (8) ensure that outsourcing level Ut at period t is 

nonnegative and cannot exceed the sum of the demand, safety stock of period t and the quantity 

backlogged, safety stock deficit from previous periods. Constraints (9) are the maximum space 

available for storage of items in excess. Constraints (10) and (11) characterize yjt is a binary variable 

and the variable's domains: , , ,jt t t tX I S S   are non-negative for j ∈ J and t ∈ T.   

 

3. Soulotion approach 

 

Harmony search (HS) is a new heuristic method that mimics the improvisation of music players. HS 

was proposed by (Geem et al, 2001). Inspiration was drawn from musical performance processes 

that occur when a musician searches for a better state of harmony, improvising the instrument 

pitches towards a better aesthetic outcome. Because the HS algorithm is based on stochastic random 

searches, the derivative information is also not necessary. In the HS algorithm, musicians search for 

a perfect state of harmony determined by aesthetic estimation, as the optimization algorithms search 

for a best state (i.e., global optimum) determined by an objective function.  

Step 1: Initialize the optimization problem and algorithm parameters to apply HS, in the first step, 

the optimization problem are specified as follows: 

Minimize (or Maximize) f(x)                                         

(12) 

Subject to  i ix X  ,    i = 1, 2, …, N 

where f (x) is a objective function to be optimized, x is a solution vector composed of decision 

variables, xi e Xi is the set of possible range of values for each decision variable xi (continuous 

decision variable), that is Lxi ≤ Xi ≤ Uxi, where Lxi and Uxi are the lower and upper bounds for each 

decision variable respectively, and N is the number of decision variables. Furthermore, the control 

parameters of HS are specified in this step. These parameters are the harmony memory size (HMS); 

harmony memory consideration rate (HMCR); pitch adjusting rate (PAR). 

Step 2: In the second step each component of each vector in the parental population (harmony 

memory) is initialized with a uniformly distributed random number between the upper and lower 

bounds [Lxi, Uxi], Where 1 < i < N. The ith component of the jth solution vector is given by 
j

ix   Rand [possible range of values for xi] 

Where j = 1, 2, 3, . . ., HMS. Each row of the consists of a randomly generated solution vector for 

the formulated optimisation problem, and the objective function value for the jth solution vector is 

denoted by f(x
j
). The matrix formed is governed by 

HM (j, 1: N) = x
j 

HM (j, N + 1) = f (x
j
)  

The HM with the size of HMS × (N + 1) can be represented by a matrix, as 
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After defining the HM as shown in Equation 13, for the optimization problem, the improvisation of 

the HM is performed by generating a new harmony vector x
'
 = ( ' ' '

1 2, ,.........., Nx x x ) each component 

of the new harmony vector is generated using 

 

           ' ( )ix HM i  With probability HMCR 

'

ix                                                              (14)                                                                                   

          '

i ix X  With probability (1 - HMCR) 

 

Where HM (i) is the ith column of the HM, HMCR is defined as the probability of selecting a 

component from the HM members, and (1 - HMCR) is, therefore, the probability of generating a 

component randomly from the possible range of values. If '

ix is generated from the HM, then it is 

further modified or mutated according to PAR. PAR determines the probability of a candidate from 

the HM mutating, and (1 - PAR) is the probability of no mutation. Here the pitch adjustment for the 

selected '

ix  is given by 

 

      
'

ix = Rand  '

i ix X With probability PAR 

'

ix                                                      (15)                                                                                                

        
'

ix  With probability (1 - PAR) 

 

 

Step 4: Update the HM 

The newly generated harmony vector (x0) is evaluated in terms of the objective function value. If 

the objective function value for the new harmony vector is better than the objective function value 

for the worst harmony in the HM, then the new harmony is included in the HM, and the existing 

worst harmony is excluded from the HM. 

Step 5: If the stopping criterion (maximum number of improvisations) is satisfied, computation is 

terminated. Otherwise, steps 3 and 4 are repeated. 

 

 

4. Experimental results 

 

Computational experiments are conducted to validate and verify the behavior and the 

performance of the heuristic algorithms employed to solve the considered multi-item capacitated 

lot-sizing problem with backlogging, safety stocks and limited outsourcing. We try to test the 

performance of the HS in finding good quality solutions in reasonable time for the problem. For this 

purpose, 15 problems with different sizes are generated. These test problems are classified into 

three classes: small size, medium size and large size with backlogging, safety stocks and limited 

outsourcing problems. The number of manners and periods has the most impact on problem 

hardness. The proposed model coded with Lingo (ver.8) software using for solving the instances. 

The approaches are implemented to solve each instance in five times to obtain more reliable data.  

For implementation HS algorithm, the parameters set as: PAR = 0.2,  HMCR = 0.6, HMS = 50 and 

STOP=120. The best results are recorded as a measure for the related problem. Table 1 shows 

details of computational results obtained by solution methods for all test problems. The results of 

running HS is compared with the optimal solution of the instances, obtained from Lingo software. 

Comparing the CPU times of exact solution confirms that computation time grows exponentially by 

increasing the dimension of the problem Also, after the tenth row the Lingo software has not 
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reached the optimal solution after 3600s of computation time. The metaheuristic algorithm can find 

the optimal solution for small size problems. A general review of the results shows that: 

 

o The HS has the ability to obtain solution for all test problems.  

o The HS can find good quality solutions for medium and large size problems. 

o The objective values obtained by HS are closes to Lingo results. 

o The HS has the ability to obtain optimal solution for small size problems. 

 

 

   

 
TABLE 1. Details of computational results for all test problems 

 

 

— Means that a feasible solution has not been found after 3600 s of computing time. 
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5. Conclusion 

 

In this paper, we propose a mathematical formulation of a new multi-item capacitated lot-sizing 

problem with backlogging, safety stocks and limited outsourcing. This formulation takes into 

account several industrial constraints such as shortage costs, safety stock deficit costs and limited 

outsourcing. Due to the complexity of the problem, HS algorithm is used to solve problem 

instances. Several problems with different sizes generated and solved by HS and Lingo software. 

The results show that the HS algorithm able to find good quality solutions in reasonable time. One 

straightforward opportunity for future research is extending the assumption of the proposed model 

for including real conditions of production systems such as fuzzy demands and etc. Also, 

developing a new heuristic or metaheuristic to construct better feasible solutions. 
 

 

No 

 

Class 

 

manner 

 

period 

Objective Value 

Lingo Time HS Time 

1 Small size 2 3 974913 0 974913 10 

2 2 5 1653660 0 1653660 21 

3 3 5 1656647 0 1656647 24 

4 2 6 2066948 0 2066948 32 

5 3 6 2069934 0 2069934 35 

6 Medium size 

 

 

 

2 12 5541128 0 5422604 40 

7 3 12 5550101 3 5431580 47 

8 5 12 5568249 9 5443476 69 

9 6 12 5574290 100 5449562 80 

10 7 12 5578776 268 5454051 88 

11 Large size 8 12 ------- ------- 5457017 100 

12 8 16 ------- ------- 7103642 390 

13 8 19 ------- ------- 8353860 421 

14 8 20 ------- ------- 8889188 498 

15 8 21 ------- ------- 9327974 503 
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