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Abstract  

 

In this paper, we consider coordinating the supply chain 

scheduling problem and batch delivery in a flow shop 

manufacturing system. The problem is to minimize the sum 

of weighted tardiness penalties and the delivery costs of the 

jobs, where the jobs are delivered in batches. A mixed 

integer programming model is proposed for the problem. In 

addition, a particle swarm optimization algorithm is used 

for solving the large-scale instances. To explore and to 

locate the algorithm in a better neighborhood, a Local 

Search is presented. To verify the developed model and 

evaluate the performance of algorithm against the exact 

solution, a commercial solver is used. Furthermore, the 

influence of the different parameters and assumptions of the 

proposed model are discussed. 

Keywords: 

Integrated Production-Distribution, Batch delivery, particle 

swarm optimization algorithm, Local Search. 

 

 

Introduction 
 

One of the important decisions both in production and 

distribution parties at operational level in a supply chain is 

scheduling. The traditional scheduling models were 

presented at the production stage and separately from 

distribution scheduling, while integrated scheduling of 

production and distribution may improve the performance 

of the whole supply chain [1, 2]. In addition, the cost of 

product distribution is accounted for about 30 percent of the 

cost of the product [3]. One of the most important activities 

that can influence on costs at this stage is batch delivery 

strategy. Batch delivery is a common characteristic of many 

real-life distribution centers in which orders are transported 

and ultimately delivered in containers such as transporters 

(vehicles), pallets, boxes or carts. Batch delivery leads to a 

significant decrease in the total transportation cost.  

Emphasizing on the coordination and integration of 

production scheduling and batch delivery in distribution 

stage of a supply chain has become one of the vital 

strategies for the modern manufacturers to gain competitive 

advantages [4]. Chen [5] presented a survey of such 

existing models. Yin, et al. [6] addressed a batch delivery 

single machine scheduling in which jobs have an assignable 

common due window. Yin, et al. [7] considered the single 

machine problem with an assignable common due date and 

controllable processing times for minimizing a cost 

function based on earliness, weighted number of tardy jobs, 

job holding, due-date assignment, batch delivery, 

makespan, and resource consumption. Rasti-Barzoki and 

Hejazi [8] presented an Integer Programming model, a 

heuristic algorithm, and a branch and bound for solving 

single machine problem minimizing the weighted number 

of tardy jobs with the due date assignment, batch set up 

time and the capacity constrained deliveries to multiple 

customers in the single machine environment. In other 

works Rasti-Barzoki and Hejazi [9] studied an integrated 

due date assignment and production and batch delivery 

scheduling problem with controllable processing times. To 

minimize the sum of the weighted number of tardy jobs and 

the due date assignment, the resource allocation and the 

batch delivery costs, a pseudo-polynomial dynamic 

programming algorithm was presented. In the same 

integrated production and distribution scheduling problem, 

Assarzadegan and Rasti-Barzoki [10], to minimize costs 

associated with maximum tardiness, due date assignment 

and delivery in a single machine, presented a Mixed Integer 

Non-Linear Programming and a Mixed Integer 

Programming are used for the solution. Cheng and Wang 

[11] studied machine scheduling problems in which the 

jobs require set up time and belong to different job classes 

and they need to be delivered in batches to customers after 

processing. To minimize the weighted sum of the last 

arrival time of jobs to customers and the delivery 

(transportation) cost, they developed a dynamic 

programming algorithm to solve the problem optimally.  

For minimizing the sum of weighted flow times and 

delivery costs in supply chain, Mazdeh, et al. [12] 

investigated structural properties of scheduling a set of jobs 

on a single machine for  to one customer or to another 

machine and developed a branch and bound algorithm. 

They considered two variants of the problem: 1) there is no 

upper limit on the number of batches, and 2) there is an 

upper limit on the number of batches allowed. Mazdeh and 

Rostami [13]  have been considered minimizing the 

maximum tardiness and the sum of delivery costs of a two-
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machine flow-shop problem in a batch delivery system. 

They presented a mixed integer linear programming model 

and a branch-and-bound algorithm. However, the flow shop 

scheduling problems are well known kinds of scheduling 

problems with many practical applications in 

manufacturing systems. As can be seen earlier, the most of 

the research on batch delivery addresses to single machines 

and to the best of our knowledge in batch delivery 

literature, there are developed models for only two batch 

processing machines flow shop. Therefore, in this paper, we 

developed the batch delivery problem to a flow shop with 

M machines.  

In addition, the tardiness leads to the dissatisfaction of 

customers within the supply chain and imposes penalties on 

companies. The manufacturers try to dispatch products to 

customers with the lowest possible tardiness. On the other 

hand, manufactures like to decrease the sum of delivery 

costs by using a batch delivery system, although such a 

decision may lead to an increase in tardiness penalties. 

Therefore, the trade-off between these two factors, i.e. 

scheduling and delivery cost, is a crucial issue in supply 

chain management. However, the most of papers in batch 

delivery literature investigated the maximum tardiness. To 

address this gap, in this paper, we trade off the total 

weighted tardiness and delivery cost. Furthermore, in the 

considered problem we study a practical aspect of 

transportation, .i.e. the vehicles for transporting the batches 

has a limited capacity. 

 

Problem statement  
 
In the considered problem, there is one production line in 

the production stage with M machine. Subsequently, the 

completed orders are batches and shipped directly to the 

customer using vehicles, in the distribution stage. In 

transporting, the vehicle capacity is limited and considered 

as the maximum number of orders can be placed in the 

vehicle. Each order has a due date. If it is delivered later 

than the due date due to production scheduling, batching, 

and transportation, the company is obligated to pay a 

tardiness cost for the corresponding order. The goal is to 

minimize the cost resulting from transporting and tardiness 

cost. The following assumptions are considered.  

 Problem parameters are deterministic 

 The production system is a m machine production 

line 

 There are several customers 

 Orders are sent directly and in batches 

 Machine breakdowns are not considered 

 Preemption is not allowed 

Index 
𝑁 The number of orders 

𝑀 The number of machines in flow shop 

𝑗 The index of order number 

𝑚 The index of machine number 

𝑖 , 𝑡 The index of position in sequence 

b The index of batch number 

Parameters list 

𝑤𝑗  Tardiness cost of the order 𝑗 

𝛿 The transportation cost 

𝑝𝑗,𝑚 The processing time of the order 𝑗 
𝐶𝑎𝑝 Vehicle loading capacity 
𝑑𝑗  The due date of the order 𝑗  

𝑍 A big positive number 

Decision variables list 

𝑥𝑗,𝑡 
1: if order 𝑗 place in position 𝑡 in sequence 

0: otherwise 
𝑅𝑗 The ready time of order 𝑗 

𝑢𝑏 1: if an order place the batch 𝑏 

0: otherwise 
𝐶𝑡𝑚 The completion time of order in the position 𝑡 on 

the machine 𝑚 

𝐴𝑗,𝑏 1: if order j is allocated to batch 𝑏 

0: otherwise 
𝑑𝑏

′ The delivery time of order 𝑗 
𝑇𝑗  The tardiness of order 𝑗 

Mathematical Model 
 

𝑴𝒊𝒏 ∑ 𝑤𝑗𝑇𝑗

𝐽

𝑗=1

+ ∑ 𝛿𝑢𝑏

𝑁

𝑏=1

  
(1) 

 

Subject To :   

∑ 𝑋𝑗,𝑡

𝑁

𝑗=1

= 1  ;     𝑡 = 1, … , 𝑁 ( 2) 

∑ 𝑋𝑗,𝑡

𝑁

𝑡=1

= 1   ;     𝑗 = 1, … , 𝑁 ( 3) 

𝐶1𝑚 = ∑ ∑ 𝑋𝑗,1𝑃𝑗,𝑖

𝑁

𝑗=1

𝑚

𝑖=1

     ;     𝑚 = 1, … , 𝑀 ( 4) 

𝐶𝑡𝑚 ≥ 𝐶𝑡𝑚−1 + ∑ 𝑋𝑗,𝑡𝑃𝑗,𝑚

𝑁

𝑗=1

 ;    
𝑚 = 1, … , 𝑀   ,    
𝑡 = 2, … , 𝑁 

( 5) 

𝐶𝑡𝑚 ≥ 𝐶𝑡−1𝑚 + ∑ 𝑋𝑗,𝑡𝑃𝑗,𝑚

𝑁

𝑗=1

  ;    
𝑚 = 1, … , 𝑀   ,    
𝑡 = 2, … , 𝑁 

( 6) 

𝑅𝑗 = ∑ 𝑋𝑗,𝑡𝐶𝑡𝑀

𝑁

𝑡=1

    ; 
𝑡 = 1, … , 𝑁 , 𝑗 =
1, … , 𝑁 

( 7) 

∑ 𝐴𝑗,𝑏

𝑁

𝑏=1

= 1   ;      𝑗 = 1, … , 𝐽           ( 8) 

∑ 𝐴𝑗,𝑏

𝐽

𝑗=1

≤ 𝐶𝑎𝑝𝑢𝑏   ;       𝑏 = 1, … , 𝐽 ( 9) 

𝑑𝑏
′ = ∑ 𝐴𝑗,𝑏𝑅𝑗

𝐽

𝑗=1

; 
𝑗 = 1, … , 𝐽           
𝑏 = 1, … , 𝑁      

( 10) 

 

𝑇𝑗 ≥ ∑ (𝑑𝑏
′ − 𝑑𝑗)𝐴𝑗,𝑏

𝑁
𝑏=1 ; 𝑗 = 1, … , 𝐽           

( 11) 
 

𝑇𝑗 ≥ 0; 𝑗 = 1, … , 𝐽           
( 12) 

 

𝑥𝑗,𝑡  ,  𝑢𝑏   ,  𝐴𝑗,𝑏  ∈ {0, 1} 
𝑗 = 1, … , 𝐽    
𝑡 = 1, … , 𝑁    
 𝑏 = 1, … , 𝑁  

( 13) 

𝑅𝑗 , 𝑇𝑗  , 𝑑𝑗
′  ≥ 0 𝑗 = 1, … , 𝐽    ( 14) 

In the model above, the objective function (1) minimizes 

total cost resulting from and transportation and tardiness 

costs. Constraint ( 2) is for assigning orders to a position in 

the production sequence. Constraint ( 3) ensures that each 
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position is assigned to an order. Constraint ( 4), ( 5) and ( 6) 

compute the completion time of order j. constraint ( 7) 

computes the ready time of the batch and constraint ( 8) 

assign orders to batches. In the batching, constraint ( 9) 

ensures that the total number of orders in the batches is 

smaller than the vehicles’ capacity. In the batching process, 

a batch is ready for transport when all the orders are 

completed in a batch. It means that the delivery time of a 

batch equals to the maximum completion time of the orders 

in the batch. These calculations are considered in constraint 

( 10) . After batching in distribution center, the formed 

batches should be directly shipped (transported) to the 

customers. The transportation time is considered illegible. 

Finally, constraints ( 11) and ( 12) calculate the tardiness of 

each order. Constraint ( 13) and ( 14) compute the decision 

variables of the problem. 

Reference [13] stated that their problem is NP-hard. Due to 

that the model of this paper is more complex than their 

problem, our considered problem is NP-Hard. In following, 

we proposed a Particle Swarm Optimization (PSO) 

algorithm to solve the problem.  

 

Particle Swarm Optimization Algorithm 
 

In the developed PSO, each particle is a possible sequence 

of orders. We must note that the PSO algorithm is 

inherently continuous. It means that each particle represents 

continuous values. However, in scheduling problems, each 

solution is a permutation of the number of orders, i.e. a 

discrete value. In order to overcome this issue and the 

performance of PSO in discrete problems, researchers have 

made several propositions. These algorithms are known as 

discrete PSO algorithms. One of the studies that particularly 

investigate scheduling problems is presented by [14] and 

[15]. In this study, using the smallest position value (SPV), 

continuous values obtained by the algorithm are 

transformed into acceptable discrete values in the 

scheduling problem. This method is presented in Figure 1. 

In this figure, based on SPV, the smallest particle position 

is 𝑋𝑖5
𝑡 = −1.20. Therefore, the dimension number, i.e. 5, is 

selected as the order number that is used in the first particle 

position. The second smallest particle position is 𝑋𝑖2
𝑡 =

−0.99. Thus, the dimension number, i.e. 2, is selected as 

the order number for the second particle position and so on. 

After that the orders permutation is determined, two 

heuristic is used to form the batches.  

Heuristic H1. The first order in the schedule is placed in 

batch 1 of the customer. For the second order, if the size of 

the order in the schedule is not larger than the remaining 

capacity of the batch, the order is placed in the batch. Else 

if the size is larger than the remaining capacity of the batch, 

this batch is closed. This process is implemented for next 

order in schedule. This process is repeated until all of 

orders are placed in batches. 

Heuristic H2. The first order in the schedule is placed in 

batch 1. For second order, if the size of the order in the 

schedule is not larger than the remaining capacity of the 

batch, the order is placed in the batch. Else if the size is 

larger than the remaining capacity of the batch, the size of 

third order is checked and in the same way, until no order 

can be placed in the batch. This batch is closed and then, 

for un-batched orders, this process is repeated by a new 

batch. This process is repeated until all of orders are placed 

in batches. 

 

6 5 4 3 2 1 Order number 

2.15 -1.20 -0.72 3.01 -0.99 1.80 𝑋𝑖𝑗
𝑡  

3 6 1 4 2 5 
The permutation 

of the SPV rule 

Figure 1- The SPV method 

 

Initial population  

 

 The initial solution is usually generated randomly, as in the 

proposed algorithm. Equations (15) and (16) are used to 

create the initial random solutions and the initial positions 

and velocities. 

  1minmaxmin

0 rXXXX ij 
 

(15) 

  2minmaxmin

0 rVVVVij 
 

(16) 

 

Where, r1 and r2 are random value with a uniform 

distribution in range (0, 1).  

A significant factor on the final result’s quality of a search 

procedure is the initial solution. It has already been 

recognized and emphasized by many researchers in the 

recent years. Hence, in order to achieve a satisfactory level 

of the final result’s quality for such a hard combinatorial 

problem, precise considerations should be given to the 

intelligent selection of their initial procedures. In this paper, 

four types of initial procedures have been proposed which 

is based on two best known rules of scheduling literature 

and two simple suggestion heuristic. 

In the problem, the order completion time of an order is 

equal to the ready time of the order for batching and 

transporting. Therefore, a smaller completion time may be 

lead to a smaller ready time, which influences directly on 

delivery time of the batch that the order belong it and 

eventually, delivery time of the orders. On the other hand, 

in the literature, the shortest processing time (SPT) is 

proposed to minimize the completion time. In addition to, 

the due date of the orders influences directly on scheduling 

of the orders and eventually, tardiness of the orders. On the 

other hand, in the literature, the earliest due date (EDD) 

rule is proposed to minimize the orders lateness (a function 

of due date). The rules determine a schedule of orders. 

After that, for generating a complete solution we use the 

heuristic to form the batches the orders according to the 

schedule.  

In this paper, five initial procedures are used here; SPT-H1, 

SPT-H2, EDD-H1 and EDD-H2, and also random. In each 

iteration, the particles are updated according to the best 

positions of each particle (Pbest) and the position of the 

best particles is the global optimum (Gbest). The main part 

of PSO is updating the velocity and position of the particles 

using the following equations: 

 

    t
ij

t
j

t
ij

t
j

t
ij

t
ij XPbestrCXGbestrCwVV 

2211
1 

 
(17) 

11   t

ij

t

ij

t

ij VXX  (18) 
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In equation (17), the velocity vector of each particle is 

updated according to its velocity at the previous stage (𝑉𝑖𝑗
𝑡 ). 

Moreover, 𝑟1𝑗
𝑡  and 𝑟2𝑗

𝑡  are two random numbers with a 

uniform distribution in range (0, 1), which are generated 

independently. Values C1 and C2 are learning coefficients 

(or acceleration coefficients) and control the effect of Pbest 

and Gbest on the search process. Besides, w indicates the 

inertia weight coefficient which controls the impact of the 

previous velocities on the current velocity. Considering a 

contraction coefficient prevent of the particle’s velocity 

from leaving the velocity range and control the 

convergence velocity. In this regard,   is the contraction 

coefficient and insures the convergence of the algorithm. 

For more details, you can refer to [16]. After updating the 

particles’ velocity, their positions (𝑋𝑖𝑗
𝑡 ) are updated using 

Equation (18).  

 

 Local Search 

 

Local search performs a quick exploration around a 

solution to locate algorithm in a better neighborhood of the 

current solution. In this work, when the Gbest is updated, 

the local search is applied on the Gbest. If the new Gbest 

results in a better objective function, the current particle is 

replaced by the new Gbest. The pseudo code of local search 

is demonstrated in Figure 2.  

 
i=1; 

x=Gbest; 

do{ 

v=the value of i-th position is randomly 

regenerated; 

if   )  f(v) < f(x)  (  then 

{ 

x=v; 
i=g; 

} 

   i++; 

}while(i<g+1); 

Figure 2- pseudo code of local search 

 

The pseudo code of the PSO with heuristics and local 

search (PSO-H-LS) is presented in the Figure 3. 

 

START: 

Set Parameters; 

Generate Initial Population using heuristics and random 

procedure; 

Do{ 

Form batches by FF 

Evaluate the Objective Function 

Update Pbest; 

Update Gbest; 

Apply Local Search; 

Update velocity;  

Update position;   

}while(stopping criterion is not met);  

END; 

Figure 3- The pseudo code of the PSO-H-LS algorithm 

 

 

Computational results  
 

In order to evaluate the performance of the proposed 

algorithms, different sizes of test problems (small and 

large) are needed. Considering previous works four small 

dataset and five large dataset is created.  

For determining the number of machines in the flow shop 

and number of orders in large size of problems, 5 

combinations from four levels for number of machines i.e. 

𝑀 = {5, 10, 15, 20} and five levels for number of orders i.e. 

𝑁 = {15, 30, 50, 75, 100} are considered i.e. 𝑁 × 𝑀 =
{15 × 5, 30 × 10, 50 × 10, 75 × 15, 100 × 20}. Moreover, 

for small problems, 4 combinations from 𝑀 = {2, 3, 4} and 

𝑁 = {4, 6, 8, 10} are considered i.e. 𝑀 × 𝑁 = {4 × 2, 6 ×
3, 8 × 3, 10 × 4}. In this paper, the data were generated 

from a uniform discrete distribution 

 The processing time on [1,3]. 

 The tardiness cost on [3,9].  

 The transportation cost [5,10].   
The vehicle capacity is considered to be 5 for all the test 

problems. Equations ( 19 ) to ( 21 ) compute the due date of 

the orders. Equation ( 19 ) computes the average of 

processing time of accepted order. Equation ( 20 ) calculates 

a primary duration time for processing orders in a batch and 

delivering the batch to a customer. 

( 19 ) 𝑃̅ =
∑ ∑ 𝑃𝑗𝑘

𝐽
𝑗=1

𝐾
𝑘=1

(∑ 𝑛𝑘
𝐾
𝑘=1 )

 

( 20 ) 𝐷𝐷𝑘 = ⌈(𝑛𝑘 × 𝑃̅)⌉ 
 

After the calculations above, the due dates of each customer 

are generated from following distribution.  
 

𝑑𝑘~[𝐹𝑙𝑜𝑜𝑟 𝑜𝑓 𝐿 × 𝐷𝐷𝑘  , 𝑅𝑜𝑢𝑛𝑑 𝑜𝑓 𝐻 × 𝐷𝐷𝑘] ( 21 ) 
 

where L and H are lower and upper limits and are set to be 

0.8 and 1.9, respectively. 

Furthermore, for each combination of large problems, four 

sample problems are created (24 in total) and for more 

reliability, each problem is executed ten times. Therefore, 

we have 240 executions for each algorithm to solve the 

model. For the proposed algorithms, the stop criteria are as 

follows: 

1. Reach a specified number of generations.  

2. No change in the TNP in the certain number of 

repetitions. 

All the algorithms were implemented using C# 

programming language (visual studio 2013) on a computer 

with a 2.6GHz CPU and a 256Mb RAM. 

In this section, we investigate verifying the developed 

model, evaluating the performance of algorithms and the 

influence of the heuristics and local search on the 

performance of the PSO (PSO-H: the heuristics for initial 

population; PSO-LS: applying the local search; PSO-H-LS: 

the heuristics for initial population and applying the local 

search). 

In order to verify the developed model and evaluate the 

performance of algorithms against the exact solution, the 

commercial solver LINGO 11 is used to solve the small 

instances of the problems and the outputs are presented in 
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Table 1. The first column represents the data sets 

characteristics. The Obj and Time columns show the 

objective function and CPU time (millisecond) of the 

algorithm. As can be seen in Table , the LINGO could find 

the optimal solution for 2 first data sets and, due to the large 

number of decision variables and complexity of the 

problem, it could not reach a solution for other instances, 

after seven hours computational time. For five data sets, 

although the LINGO find the optimal solution, however, 

the algorithms can find the near of optimal solution in a 

time less than the LINGO. Furthermore, for 8 × 3 and 10 ×
4 data sets, the algorithms find the optimal or near of 

optimal solutions and better than the LINGO in a logical 

time. 

 

 

 

 

Table 1- Comparison of algorithms in small instances 
𝑵  LINGO  PSO PSO-H PSO-LS PSO-H-LS 

Obj Time* Obj Time* Obj Time* Obj Time* Obj Time* 

𝟒 × 𝟐 17  17 < 100 17 < 100 17 < 100 17 < 100 

𝟔 × 𝟑  29 467000 
 

31 < 100 31 < 100 30 < 100 30 < 100 

𝟖 × 𝟑  41 > 25200000(7ℎ) 
 

38 < 1000 38 < 1000 36 < 1000 36 < 1000 

𝟏𝟎 × 𝟒  68 > 25200000(7ℎ) 
 

62 < 2000 58 < 2000 58 < 2000 57 < 2000 
* The time unit is millisecond.    

We investigate the influence of the heuristics, for 

generating the initial solutions, on the performance of the 

suggested PSO. To this purpose, we run the large instance 

50 × 10 using the heuristics as some of the individuals in 

the initial population and do not using the heuristics. 

Figure 4 shows the convergence behavior of the two runs 

against the number of iterations. The figure demonstrated 

that the proposed heuristics has a considerable effect on the 

convergence behavior of the algorithm and decreases the 

number of iterations for achieving to an optimal or near to 

optimal solution.   

   

Figure 4- convergence behavior of the algorithm with and without using the heuristics in initial population 

 

 

We investigate the efficiency of Local search on the 

performance of the suggested PSO. Because the scale of 

objective functions in each instance and run is different, the 

relative percent deviation (𝑅𝑃𝐷) is calculated for the 

problems. 𝑅𝑃𝐷 is a measure that is mostly used in the 

literature and it is defined as follows.  

( 22) 𝑅𝑃𝐷 =
𝑀𝑖𝑛𝑠𝑜𝑙 − 𝐴𝑙𝑔𝑠𝑜𝑙

𝑀𝑖𝑛𝑠𝑜𝑙

 

Where, 𝐴𝑙𝑔𝑠𝑜𝑙  is the solution of the algorithm and 𝑀𝑖𝑛𝑠𝑜𝑙  is 

the minimum value of the solutions. In this measure, the 

lowest 𝑅𝑃𝐷 is selected as the best algorithm. 

 
Figure 5- Interaction between algorithm performance 

(RPD) and size of problems 

 

As can be seen in Figure 5, PSO-H-LS considerably 

outperform the PSO.  
 

 

 

Conclusion 
In this paper, we have studied supply the integration of 

chain scheduling a scheduling problem with batch delivery 

problem. In this supply chain, a pool of orders is received 

by company. The orders have different size and the 

capacity of vehicles is limited. We considered a delivery 

cost for each batch of jobs. The main contribution and 

conclusion of the present study are summarized as follows: 

 A new Mixed Integer Programming is proposed. 

 A PSO algorithm was developed for large-scale of 

the problem. 

 A Local Search was presented to explore and to 

locate the algorithm in a better neighborhood.  

 Random instances are generated to evaluate the 

performance of the algorithms. 

 Using a commercial solver, the developed model 

was verified and the performance of algorithm 

against the exact solution was evaluated. 
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