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Abstract  

The main scheduling problems in the literature have focused 

on analyzing the problem of organizing machines and 

production capabilities in an environment with fixed selling 

price. However, in a make-to-order (MTO) environment the 

assumption of pricing can be followed in an interface with 

scheduling problem. In this research we first review the 

existence literature of order acceptance and scheduling in 

particular in a MTO environment. Using an OASP problem, 

the orders are calculated by their controllable processing 

time, due date, deadline, release date and sequence 

dependent setup time. Then under joint optimization 

approach, the pricing decisions set for unrelated parallel 

machine environment. The objective of the problem is to 

maximize the total net profit. The results show that the basic 

developed problem can solve the scheduling decisions based 

on different levels of products’ priced. Thus the problem 

solves these two categories of decisions simultaneously.  
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1. Introduction 

The majority of deterministic scheduling problems 

assume fixed price levels and processing times for the orders. 

In various real systems, not only changing selling price 

would be possible but also the processing time of production 

is controllable by allocating resources. Moreover, in and 

integrated view, controllable processing times allow us to 

compress this time for compression costs.  

This view points out that using different levels of processing 

time and selling price in and scheduling model should be 

followed based on reality. We consider the problem of order 

acceptance, scheduling and pricing (OASP) with 

controllable processing time in a MTO system. Order 

acceptance involves determining the orders that should be 

accepted for processing, while scheduling involves deciding 

the production sequence of the accepted orders. In practice, 

decisions on order acceptance and scheduling are often 

functionally separated. The purpose of the sales department 

is to get much revenue as possible. The trend of sales 

department will be to accept all orders, regardless of the 

available capacity because the aim of this department is to 

maximize the sales’ revenue.  

On the other hand, manufacturing is concerned with limited 

capacities. The goal of this department is to minimizing the 

total cost of scheduling. How should the two functional areas 

coordinate their efforts in order to maximize profit for the 

firm as a whole? Hence, the trade-off between revenue and 

cost is inevitably in the decision making of order processing. 

Trade-offs often occurs in MTO system. We know that in 

MTO system, the decisions of order acceptance, lead time, 

due date and pricing are closely related. In this study we 

focus on MTO environments where the manufacturing 

department customized the accepted and scheduled products 
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and the production initiated by a customer order. Typically, 

no finished goods inventory is carried for this type of 

products. The manufacturer gains revenue if a particular 

order is manufactured before its deadline by using the 

production resources. Since the main production resource, i.e. 

the capacity, is limited, manufacturing one order may cause 

delay for another ones. The manufacturer will incur a penalty 

for the orders which are delayed beyond their due dates. 

Orders with past deadlines result in zero revenue. In addition 

under a competitive MTO environment, a manufacturer 

should use the capacity efficiently and satisfy the 

expectations of the end customers and gain the maximum 

revenue from incoming orders. Hence, the question is which 

orders to accept and in what sequence to process them to 

maximize the revenues (Oguz et al. 2010).  

Moreover, pricing decision is one of the essential decisions 

in MTO environment, which may depend on several factors. 

Given the relationship between pricing and the other 

components of marketing strategy, it should be noted that 

pricing is the only element within this strategy that is 

associated directly with revenues and profits, while the 

others are associated with costs and expenses. For example, 

an advertising campaign or a decision to modify an existing 

product entails expenses. We consider unrelated parallel 

machine environment. The decision to make is which order 

with controllable processing time to accept and how to 

schedule it in order to maximize the profit. Our research 

attempts to build on coordination order acceptance, 

scheduling and pricing (OASP). The purpose of OASP 

system is to improve the overall performance of an 

organization so that orders and manufacturing activities are 

handling correctly and efficiently. This paper organized as 

follows. In section 2, we review relevant literature on order 

acceptance and scheduling problem. We discuss the model in 

section 3. In section 4, we discuss some special cases of the 

problem and present their solution. We conclude the paper 

and suggest some topic for future research in the last section.  

 

2. Literature review 

The order acceptance and scheduling (OAS) problem 

has attracted considerable attention both from researchers 

and practitioners. Various OAS problems with variety 

characteristics have been studied over the last two decades. 

Many of papers use an integer, linear, or mixed integer linear 

program (MILP) to solve the OAS problem. When the 

problem size is large, the researchers present a heuristic 

algorithm in order to find an optimal solution. For example, 

Slotnick and Morton (1996) apply a branch-and-bound 

(B&B) and high-quality heuristic to solve the OAS problem. 

Rom and Slotnick (2009) presented a genetic algorithm for 

the OAS problem. Talla Nobibon and Leus (2011) studied a 

generation of the OAS problem with weighted-tardiness 

penalties. They considered two mixed integer formulation 

and two B&B algorithms to find optimal solution. Slotnick 

and Morton (2007) presented a model that considered a pool 

of order and used B&B algorithm for the model.   

Oguz et al. (2010) investigated the OAS problem in a single 

machine environment. In their study, the orders was defined 

by their due dates, release dates, processing times, deadlines, 

sequencing dependent setup time and revenues. The 

objective was to maximize the net profit which was equal the 

total revenue of all accepted orders minus any lateness 

penalties. They gave an MILP formulation that could be 

solved optimally for instances with up to 10 jobs within a 

one-hour time limit. They also developed three heuristics. 

Emami et al. (2015) considered the order acceptance and 

scheduling problem in a Make-To-Order system with non-

identical parallel machines. The problem was computationally 

intractable; therefore, they developed a Benders decomposition 

approach to solve it. Mestry et al. (2011) proposed a Mixed-

Integer Linear Program (MILP) to model MTO as a job shop 

with multiple resources. Ventura and Kim (2003) considered 

parallel machines scheduling problem where jobs have non 

common due dates and may require, besides machines, 

certain additional limited resources for their handling and 

processing with the goal of minimizing total absolute 

deviation of job completion times about the corresponding 

due dates. Jansen and Mastrolilli (2004) studied the identical 

parallel machines makespan problem with controllable 

processing time. Job is allowed to compress its processing 

time in return for compression cost. As another work on non 

identical parallel machine, Gurel et al. (2010) considered a 

status in which processing times could be controlled at a 

certain compression cost. They used an anticipative 

approach to form an initial schedule so that the limited 

capacity of the production resources is utilized more 

effectively. Aktürk et al. (2010) considered a non-identical 

parallel machining where processing times of the jobs are 

only compressible at a certain manufacturing cost, which is 

a convex function of the compression on the processing time. 

They introduced alternative match-up scheduling problems 

for finding schedules on the efficient frontier of time/cost 

tradeoff. Li et al. (2011) considered the identical parallel 

machine scheduling problem to minimize the makespan with 

controllable processing times, in which the processing times 

are linear decreasing functions of the consumed resource. In 

addition to the mentioned studies, there are some ones which 

addressed the parallel processors with fuzzy processing 

times. Of them, one could refer to Peng and Liu (2004) which 

developed a methodology for modeling parallel machine 

scheduling problems with fuzzy processing times. They 

presented three novel types of fuzzy scheduling models. 
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Also, Balin (2011) addressed parallel machine scheduling 

problems with fuzzy processing times in which a robust GA 

approach embedded in a simulation model is proposed to 

minimize the maximum completion time. Kwong et al. 

(2006) used GA and fuzzy-set theory to generate fault-

tolerant fabricating schedules in a JIT production 

environment. Their proposed method is demonstrated by two 

cases with production data collected from a Hong Kong-

owned garment production plant in China. Charnsirisakskul 
et al. (2006) investigated the pricing, order acceptance, 

scheduling, and lead-time decisions, both in the cases where 

the manufacturer has and does not have the flexibility to 

charge different prices for different customers. They showed 

that in most environments, price flexibility outperforms the 

high level of lead-time flexibility.  

          

3. Model 

We formulation the problem under study as follows: there 

is a set of 𝑛  independent orders 𝑁 = {1,2, . . , 𝑛}  to be 

processed on 𝑚  unrelated parallel machine 𝑀 =

{1,2, … , 𝑚}. Each order 𝑖 ∈ 𝑁 has a due date 𝑑𝑖, which is 

the preferred delivery date of customer, a release date 𝑟𝑖 as 

an earliest start time of the order and a deadline 𝑑�̅� which is 

the latest possible completion time (𝑐𝑖)  of the order. The 

orders that completed after their due dates are also subject a 

penalization by a rate of 𝑤𝑖  as a lateness cost. Any order 

that would be completed after its deadline should not be 

accepted in the beginning. The normal processing time of 

order 𝑖 (𝑖 = 1, … , 𝑛)  on machine 𝑀 (𝑚 = 1 … , 𝑚)  is 

given by 𝑝𝑖𝑚 > 0 . Sequence dependent setup time where 

each element 𝑠𝑖𝑗𝑚 is the time that has to be incurred before 

order 𝑗  is processed, if order 𝑖  precedes order 𝑗  on 

machine 𝑚. 𝑣𝑖 represent the price of order 𝑖 that is fixed. 

Let 𝑝𝑖𝑚
′   and 𝑝𝑖𝑚

"   denote the minimum and maximum 

allowable processing time of order 𝑖  on machine 𝑚 . 𝑐𝑖𝑚
′  

and 𝑐𝑖𝑚
"  represent the compression and expansion unit cost 

of order 𝑖  on machine 𝑚 . Let 𝐴𝑖𝑚 and 𝐴𝑖𝑚
′  denote the 

compression and expansion amount of order 𝑖 on machine 𝑚. 

We define three sets of binary variables to handle order 

acceptance and sequencing decisions accordingly: 

𝑥𝑖 : 1 if order 𝑖 is accepted; 0 otherwise 𝑖 ∈ 𝑛 

𝐸𝑖𝑚 1 if order 𝑖  is processed n machine 𝑚 ; 0 

otherwise 𝑖 ∈ 𝑁 , 𝑚 = 1, … , 𝑀 

𝑦𝑖𝑗𝑚 1 if order 𝑖  is immediately precedes 𝑗  on 

machine 𝑚 ; 0 otherwise 𝑖, 𝑗 ∈ 𝑁 , 𝑖 ≠ 𝑗, 𝑚 =

1, … , 𝑀 

 

 Given a sequence 𝜋𝑠 of the selected of the order set 𝑠 ⊂

𝑁, we can calculate the completion time 𝑐𝑖 of each order 

𝑖 ∈ 𝑠. Using the completion time 𝑐𝑖 and the due date 𝑑𝑖 of 

an order, we can calculate the tardiness 𝑇𝑖   of order 𝑖 ∈ 𝑠 

with the formula 𝑚𝑎𝑥{0, 𝐶𝑖 − 𝑑𝑖}. The OASP problem is to 

find the set 𝑠, and the sequence 𝜋𝑠 in order to maximization 

profit for the firm. The proposed model is constructed 

according to the following assumptions.  

 

3-1-  Assumptions 

The proposed model is constructed according to the 

following assumptions. 

 All the orders are non preemptive and available for 

processing at time zero. 

 Each machine (order) can process only one order 

(machine) at a time. 

 Each order will be delivered immediately after 

completion; hence there is no holding cost. 

 The setup time for each order on each machine is 

sequence-dependent. 

 No order operation preemption is allowed. 

 All machines are unrelated with different speeds and each 

order could be processed by a free machine. 

 Each machine is capable of processing on only some given 

orders. 

 The processing time and release date of each order on each 

machine is differs. 

 All data are known at the beginning of the planning 

horizon. 

 

3-2- The mathematical model 

This section defines the OAS and formulates it a mixed 

integer linear programming (MILP) model. Before this, the 

following notations are defined to simplify the exhibition of 

this formulation. 

 

MILP: 

𝑚𝑎𝑥𝑧 =  ∑ (𝑣𝑖𝑥𝑖 − 𝑤𝑖𝑇𝑖

𝑛

𝑖=1

− ∑ ∑ (𝑐𝑖𝑚

′
𝐴𝑖𝑚 + 𝑐𝑖𝑚

" 𝐴𝑖𝑚

′
)

𝑁

𝑛=1

𝑀

𝑚=1
) 

 

𝑠. 𝑡.   

∑ 𝐸𝑖𝑚

𝑀

𝑚=1

= 𝑥𝑖  ∀  𝑖 = 1,2, … , 𝑛 (1) 

∑ 𝐿𝑖𝑚 = 1

𝑛

𝑖=0

 ∀𝑚 = 1, … , 𝑀 (2) 
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∑ 𝑦𝑖𝑗𝑚

𝑛

𝑗=1

= 𝐸𝑖𝑚

− 𝐿𝑖𝑚                 

∀ 𝑖 = 1, … , 𝑛, 𝑖

≠ 𝑗   & ∀𝑚

= 1, … , 𝑀 

(3) 

𝐶𝑖 + (𝑠𝑖𝑗𝑚 + 𝑝𝑗𝑚)𝑦𝑖𝑗𝑚

− 𝐴𝑗𝑚 + 𝐴𝑗𝑚

′
+ 𝐺(𝑦𝑖𝑗𝑚 − 1)

≤ 𝐶𝑗  

  ∀ 𝑖 = 0, … , 𝑛, 𝑗

= 1, … , 𝑛, 𝑖 ≠ 𝑗, ∀𝑚

= 1, … , 𝑀 

(4) 

(𝑟𝑗 + 𝑝𝑗𝑚 + 𝑠𝑖𝑗𝑚)𝑦𝑖𝑗𝑚

− 𝐴𝑗𝑚

+ 𝐴𝑗𝑚

′

≤ 𝐶𝑗  

∀ 𝑖 = 0, … , 𝑛, 𝑗

= 1, … , 𝑛, 𝑖 ≠ 𝑗, ∀𝑚

= 1, … , 𝑀 

(5) 

𝑇𝑖 ≥ 𝐶𝑖 − 𝑑𝑖  ∀ 𝑖 = 1, … , 𝑛 (6) 

(𝑝𝑖𝑚 − 𝑝𝑖𝑚
′ )𝐸𝑖𝑚 ≥ 𝐴𝑖𝑚 

∀ 𝑖

= 1, … , 𝑛     , 𝑚

= 1,2, … , 𝑀 

(7) 

(𝑝𝑖𝑚
" − 𝑝𝑖𝑚)𝐸𝑖𝑚 ≥ 𝐴𝑖𝑚

′  

∀ 𝑖

= 1, … , 𝑛     , 𝑚

= 1,2, … , 𝑀 

(8) 

𝐸0𝑚 = 1 ∀𝑚 = 1, … , 𝑀 (9) 

𝐿𝑖𝑚 , 𝐸𝑖𝑚 , 𝑥𝑖 ∈ {0,1} 

∀ 𝑖

= 0, … , 𝑛,   ∀𝑚

= 1, … , 𝑀 

(10) 

𝑦𝑖𝑗𝑚 ∈ {0,1} 

∀ 𝑖 = 0, … , 𝑛, 𝑗

= 1, … , 𝑛, 𝑖

≠ 𝑗  &  ∀𝑚   

= 1, … , 𝑀 

(11) 

𝑇𝑖 , 𝐶𝑖, 𝐴𝑖𝑚 , 𝐴𝑖𝑚
′ ≥ 0   ∀ 𝑖 = 0, … , 𝑛 (12) 

 

The objective formulated to maximize the total net profit 

over the planning horizon. Constraint set (1) requires that for 

an order to be accepted, it must be assigned to a machine. 

Constraint set (2) defines last order on each machine. 

Constraint sets (3) and (4) make it obligatory to deal with the 

fact that if an order is processed on machine m, it must 

precede only one job and it should be succeeded by only one 

job. Constraint sets (5) and (6) are added to the model in 

order to adjust the completion time of the orders on each 

machine. Constraint set (6) represents the tardiness of each 

order. Constraints (7) and (8) together define the limit the 

amount of compression and expansion of each job on each 

machine. Constraint (9) defines the yummy order 0 correctly. 

Constraint sets (10), (11) and (12) define the value ranges of 

the variables. 

 

4- Numerical experiment 

4-1-  Data generation 

We used two predefined parameters, the due date range 

𝑅 = 0.7 , and the tardiness factor 𝜏 = 0.3  to vary the 

problem instances to cover a wide range of cases. The 

following problem parameters are integer numbers which 

were generated randomly from a uniform distribution in the 

following intervals: release dates 𝑟𝑖 in [0, 𝜏𝑝𝑇] where 𝑝𝑇  

is the total processing time of all orders; processing time 𝑝𝑖𝑚 

in [1,20]; sequence dependent setup time 𝑠𝑖𝑗𝑚 in [1,10]; 

and prices 𝑣𝑖  in [1,20]  that we consider 5 sets of this 

range . The generation of the release date is similar to the 

study of Akturk and Ozdemir (2000). The setup times are 

generated using discrete uniform distribution, which is also 

consistent with the existing scheduling literature (Rubin and 

Ragatz, 1995; Tan and Narasimhan, 1997).  

 

Table 1. Price sets 
Item Price Set 1 Set 2 Set 3 Set 4 Set 5 

𝑣1  1 2 18 8 13 

𝑣2  9 7 4 7 6 

𝑣3  1/5 16 16 2 19 

𝑣4  19 7 5 2 15 

𝑣5 18 19 8 7 4 

𝑣6  7/5 13 1 6 16 

𝑣7  10 10 16 9 7 

𝑣8 15 11 4 20 2 

𝑣9  12 18 12 4 2 

𝑣10  14 16 11 19 19 

Since we study a make-to-order system, we consider the case 

where setup times are significant. Hence, processing time-

setup time ratio is relatively small in our instance.  The 

tardiness penalty costs 𝑤𝑖 are selected from the discrete 

uniform distribution in the range [1,10]  as used in Talla 

Nobibon and Leus (2011). Similar to keyvanfar et al. (2014), 

Crash and expansion processing times (𝑝
𝑖𝑚
′ , 𝑝

𝑖𝑚
" )  are 

discretely uniformly distributed as follows, respectively: 

(0.5 ∗ 𝑝𝑖𝑚 , 𝑝𝑖𝑚) and (𝑝𝑖𝑚, 1.5 ∗ 𝑝𝑖𝑚 ). also Compression and 

expansion unit cost (𝑐𝑖𝑚
′ , 𝑐𝑖𝑚

" ) are uniformly distributed as 

[0.1,2.5] . the due date 𝑑𝑖  are selected from the discrete 

uniform in the range [1-5], [1-10], [5-10] and [1-20]. 

 

4-2- GAMS settings 

The MILP model was implemented in GAMS and tested 

on a PC with a 2.7 GHz Intel® Core™ i5-5200 processor and 

8GB RAM memory. 

 

Archive of SID

www.SID.ir

http://www.sid.ir


 

 
           Available online at www.iiec2017.com 

   International Conference on Industrial Engineering  

(IIEC 2017)  
 

                                                                             IIEC (2017) 000–000 
 

5 

 

13th   
Mazandaran 
University of 
Science and 
Technology 

Iran 
Institute of  
Industrial 
Engineering 

Table2. The accepted and scheduled orders based on different due dated and price sets  

Due date 

(𝑑(𝑖)) 

Average of due 

date 

𝑚𝑑(𝑖) 

Price  

set 

Average of 

selling prices 

𝑚𝑣(𝑖) 

Net 

Profit 

(𝑧) 

Reduced  

Profit 

(𝑧𝑟) 

∆𝑍
= 𝑧 − 𝑧𝑟 ∆𝑅 ∆𝐶 

Scheduling decisions Solution 

No. 
CPU Time 

𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 𝑥8 𝑥9 𝑥10 

[1-5] 3 

1 8/5 56 41/5 14/5 5 9/5 1 0 0 0 0 1 1 1 0 1 5/10 0:00:04/670 

2 9/5 57 42/33 14/67 5 9/67 1 0 1 0 0 1 1 0 1 0 5/10 0:00:07/347 

3 10/3 69 55/16 13/84 6 7/84 1 0 1 1 0 1 1 0 0 1 6/10 0:00:03/354 

4 10/7 60/5 31/66 28/84 6 22/84 1 0 0 1 1 1 0 1 0 1 6/10 0:00:05/963 

5 11/9 65 44 21 7 14 1 1 1 0 1 1 0 0 1 1 7/10 0:00:08/546 

[1-10] 5/5 

1 8/5 62 46/33 15/67 6 9/67 1 0 0 1 0 1 1 1 0 1 6/10 0:00:03/149 

2 9/5 59 48/83 10/17 6 4/17 1 0 1 1 0 1 1 0 0 1 6/10 0:00:06/808 

3 10/3 87 67/16 19/84 6 13/84 1 0 1 0 1 1 1 0 0 1 6/10 0:00:02/592 

4 10/7 72/5 55/08 17/42 6 11/42 1 0 0 1 1 1 0 1 0 1 6/10 0:00:04/472 

5 11/9 73 55 18 6 12 1 0 0 1 1 0 0 0 1 1 5/10 0:00:09/598 

[5-10] 7/5 

1 8/5 67 53/33 13/67 7 6/67 1 1 0 1 0 1 1 1 0 1 7/10 0:00:02/415 

2 9/5 69 48/5 20/5 8 12/5 1 1 1 1 0 1 1 0 1 1 8/10 0:00:08/250 

3 10/3 86/99 72/33 14/66 7 7/66 1 1 1 1 0 1 1 0 0 1 7/10 0:00:03/294 

4 10/7 85/5 60/41 25/09 9 16/09 1 1 0 1 1 1 1 1 1 1 9/10 0:00:09/187 

5 11/9 86 63 23 8 15 1 1 1 1 1 1 0 0 1 1 8/10 0:00:08/867 

[1-20] 10/5 

1 8/5 72 53/5 18/5 7 11/5 1 1 0 0 1 1 1 1 0 1 7/10 0:00:02/866 

2 9/5 77 56/5 20/5 8 12/5 1 1 1 1 0 1 1 0 1 1 8/10 0:00:05/978 

3 10/3 95 73/33 21/67 7 14/67 1 1 1 1 0 1 1 0 1 1 7/10 0:00:03/223 

4 10/7 91/5 66/41 25/09 9 16/09 1 1 0 1 1 1 1 1 1 1 9/10 0:00:09/243 

5 11/9 91 69/5 21/5 8 13/5 1 1 1 0 1 1 1 0 1 1 8/10 0:00:09/105 
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Fig. 1. Net profit of price sets with respect to average 

prices under different due date levels 

 

 

 
Fig. 2. Reduced profit of price sets with respect to average 

prices under different due date levels 

 
a) DD1 

 

 
b) DD2 

 
c) DD3 

 
d) DD4 

Fig. 3. Difference of net profit (∆𝒛 ) and total cost (∆𝒄 ) for 

different due date levels (a to d for DD1 to DD4)  

 

4-3- Result analysis 

In this section, we will interpret the results from the model. 

By entering data, we first determine the accepted orders in a 

bundle of products with 10 items. Table 3 shows that number 

of accepted items generally increases with increasing due 

date levels (from average of 3 to 10.5).  

Then after setting these decisions, we fixed the orders 

decisions in any set and decrease the price level of products 

for 1 unit. Thus, if the problem would be reduced to a 

scheduling model, the differences in net profits and reduced 

profits should be equal to the number of accepted orders. 

However, our analysis show that in all of the cases regarding 
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different levels of prices and due dates, the differences of net 

and reduced profits can be decomposed into two main 

measures. The first one is originally based on the difference 

of price levels (∆𝑣). Moreover the second term of difference 

(∆𝐶) is dependent to new set of schedule based on processing 

time, delay of orders. Therefore it indicates that the basic 

developed model for scheduling/pricing model is reliable in 

order to find better scheduled order sets under different price 

levels.  

Moreover Fig. 2 and 3 shows that differences of net profits 

and reduced profits would be concave under different 

average levels of price sets. Here under a limited numerical 

experiment we see that if the model would develop for larger 

number of products, the concavity of the profit function can 

be investigated where the optimal pricing strategies are more 

preferable for the firms. Similar results can be seen in Fig. 3 

where the difference levels of total cost can be analyzed as a 

convex function in DD1 to DD3 sets. However it seems 

irrationality in DD4 where the total cost function is concave 

which is required more analysis.  

In conclusion the solved sets of problem under limited 

number of products and price sets show that the idea of 

integrating the decisions of order acceptance, scheduling and 

pricing can be pursued for more developed data sets with 

assumptions of MTO environment. This model is more 

reliable when the price-dependent demands is investigated in 

the model structure and the firm would be balance the 

production scheduling costs with sales revenue in a price-

dependent market.  

 

3- Conclusions and future researches 

 In this study we have successfully implemented 

maximizing the problem of total net profit as well as orders 

cost compressing and expanding depends on the amount of 

compression/expansion on unrelated parallel machines 

environment in which orders processing times are 

controllable. A mixed linear programming (MILP) for the 

considered problem and solved via GAMS software. The 

output data shows the coordination of order acceptance, 

scheduling and pricing.  

 Extending the multi-objective model of the above-

mentioned problem could be regarded as a direction for 

future research in order to observe more features in 

approaching to JIT policy. Also research efforts should be 

made in the future to implement the considered problem with 

the same approach on other environments such as job shop 

and also the structure of problem can be developed under real 

situation of pricing/scheduling problems for higher levels of 

products and machines with price-dependent demands for 

future research. 
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