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Abstract

Although in recent years many meta-heuristic methods have
been presented, most of them are based on population and
bear steps, several parameters and hard to
understand and code. So, the researchers usually use the
old algorithms instead of recent ones. Contrary to previous
work, this paper aims to develop a simple, intelligent and

many

new single-solution algorithm that has four main steps and
Just three simple parameters to tune. Social Engineering
Cptimization (SECQ) starts with two initial solutions, divided
into attacker and defender. The attacker obtains the rules of
social engineering technigues fo reach desired its goals.
The basis of the algorithm is to how an attacker attacks to
defender by four different associated technigues. Finally,
the proposed SEO is applied to solve some benchmark
Junctions and an engineering problem and also the results
show its superiority in comparison with other well-known
and recent meta-heuristic

Keywords:
Social Engineering Optimization (SEC), Meta-heuristics,
Cptimization techniques

1. Introduction

Optimization techniques play a key role 1n today's

researches espectally 1n  engineenng and operations
management problems These techniques are divided into
two groups: mathematical programming and heuristic or
meta-heurnistic algorithms. A well-known classification in
meta-heuristics  is single solution  instead  of
Holland introduced Genetic

Algorithm (GA) inspired by genetics for solving complex

population-based searches.

and huge real engineering problems as a population-based
technique for the first time [11]. Simulated Annealing (SA),
based on annealing process of metals, i1s introduced by
Kitkpatrick et al. as a single solution technmique [16]
Besides, mtensification and diversification are two man

search phases 1n meta-heunstics GA dees these important

phases by two operators: crossover and mutation which are
blind in search space Inthe SA intensification phaseis done
by neighbonng whereas diversification phase are carned by
changing the temperature and accepting rule.

In recent developed algorithms, the auther finds an
intelligent way to search the potential areas by considening
(ICA)

carries the diversification by forming different empires and

two phases. Impenalist Competitive Algonthm
does the exploitation in each empire [1] In Keshtel
Algonithm (KA), the Keshtels search the potential places
carefully by an intelligent way and do the exploration phase
by mowving and landing in the lake [8] In addition, in Red
Deer Algonthm (BEDA), the authors find a creative way to
trade off between the phases by three ssmple operators. EDA
does local search by roarng males and also performs
exploitation phase by fighting between different types of
males and finally by mating behavior in three ways to search
the potential areas, diversification phase is formed [3]
Besides, in Whale Optimization Algorithm (WOA), the
bubble-net of  Whales
neighborhoods the best solutions and allows other search

hunting  strategy probes
agents to explore the potential good areas [20] All of recent
mentioned methods are a population-based meta-heunstic
and also 1t 15 clear that a single solution approach 15 stmpler
than the population based ones By another point of view,
although 1t seems that these mentioned methods are very
good to make a balance between the phases, they have
several steps and many parameters to tune and
population-based meta-heunistics. Hence, these difficulties
motivated the authors to develop a new simple and efficient
single-solution meta-heunstic.

In this paper, Secial Engineering (SE) science to
develop a new simple and intelligent method 1is
implemented This single-solution meta-heuristic starts with

two initial random selutions. These two solutions are divided
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into two types: attacker and defender The better solution is
selected as the attacker. Dunng the procedure of SE, the
attacker wants to defeat the defender by SE attacks'
techniques.

Sectton 2 defines the Social Engineenng strategies.
Section 3 investigates the Social Engineering Optimization
(SEQ) and 1ts steps 1n detail In section 4, the expenimental
studies are explored and performance and efficiency of the
proposed method 15 analyzed by benchmark functions and
also an engineering problem. Finally, the results and future

works are given in section 5.

2. Social Engineering

“ocial Engineering (SE) 15 defined as indirect attacks to
obtain the people and reveal their information by using
certain techniques. Attackers want to reach their desired
goals or objectives by advancement technologies and
increase the social interactive media how to do changing 1n
political, economical and social advance toward a particular
community which has found differences [18].

Sarah Granger explained the main cycles of Social
Engineennng 1n her works [3-6] In this way, she
acknowledged that defense against the Sccial Engineenng
attacks has a commeon pattern such as amass. In addition, she
clatmed that the Social Engineenng attack procedure has a
four step cycle.

In the first phase, the traiming and retramning from
attacker to defender 15 considered In this regard, the attacker
wants to obtain some special information from defender
This information can be put in different contents. Perhaps,
the first questions are about famous special clip video,
music, sport and public events that occur in the community
and other dimension of personal family systems Any
forwards to start and conduct a SE attack needs a series of
such data to identify the person's reactions to design an
attack on him/her The 1dea of SE experts 15 explained that
all social media has expended its range to all ages for trying
your aim and bringing the community in the form of their
intended route, although they pretend that they're going to
help them [22]

In the second phase, the attacker spots a SE attack It 1s
obvious that before carrying out an attack, on the pont
where the probability of success 15 more than other points, 1t
must be 1dentified The attacker takes you (defender) to a
position that he/she prefers the defender to be placed in the
way of his/her goals The most important thing to prevent an
attack on his’lher main demand 1s that defender can
understand and think like an attacker According to past
learning to spot a Social Engineenng attack the dependent
techniques are different. Such as: pretext placement,
obtaining, diversion theft, phishing and so on. In each

technique, aggressive manner is so different and its profit is
variable, too.

The next phase 1s how to respond this SE attack and
react of defender and how much information it wishes to
make striker. In SE attacks, the most important phase 15 how
to respond to an attack. The pervious experiences and his/her
knowledge about this kind of attack may be helped him/her.
At the least, in final step, the attacker try to steal each thing
that1s may be useful and strike to defender. Orif an attack 1s
not achieved satisfactory results or otherwise offensive

repeats or stopped by person and someone else chooses

3. Social Engineering Optimization (SEQ)

Fig. 1 shows the flowchart of proposed method. In this
algorithm each solution is counterpart to a person and traits
of each person such as histher ability in contents of
mathematical, sport, business and so on are the counterpart
of all variables of each sclution 1n search space To start the
algorithm, the two random solutions are tnitialized and better
solution 1s selected as attacker and the other 15 named
defender. To simulate training and retraining of attacker
from defender, some random experiments for each trait of
defender are designed The attacker tries to evaluate the
defender by hisfher traits The counterpart of tramning and
retraining in search space 15 copying a trait from attacker to
the same trait in defender and computing the rate of
retraining of attacker from defender, simultaneously. In the
next step, spothing a SE attack from attacker to defender 15
the counterpart of changing the position of defender by an
intelligent way in feasible space. In the responding a SE
attack, fitness of new position of defender 15 calculated and
the old and current positions of defender are compared and
best position 1s selected If the ability of defender 15 better
than attacker, positions of attacker and defender are changed.
At the end, to strike to the defender, 1t 15 anmhilated and
generated by a new random solution 1n search space.

In the proposed SEQ, local search or exploitation phase
15 done by training and retraiming between attacker and
defender. Also, spotting a SE attack and responding to 1t,
does the intensification action Indeed, exploration 1s
performed by anmhilating the defender and creating a new

one.
HERHED ease insert Fig. 1 around herg®#¥

3.1. Initialize the attacker and the defender

The goal of optimization 1s to find an optimal solution
among all feasible selutions. In this way, an array of variable
values to be optimized 15 shaped. For instance in GA, the
terminology of array is named “chromosome”, but here in
SEQ, this term, “person” is used for this array. Therefore,
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person is counterpart of solution In addition, in GA, “gene”
15 used for each vanable of an array. But in SEQ, “trait” 1s
defined on person for each wanable. This 1s included
different contents of mathematical, sport, business and so on.
In an My—dimensional optimization problem, a person 15 a
1% Nyw array. This array is defined by:

person=[X7, %, ¥;, X 1 (8]

“*Npar
Also the walue of Objective Function (OF) 1s
evaluated for two persons as follows:

Value=flperson)y=AX), X1, Xz, ... 1XNmr)' (2
The algorithm starts with two random solutions. The
better solution 15 selected as the attacker and else 1s named as

the defender.

3.2. Train and retrain
This step aims to show the tramming and retramming the
attacker from the defender. In this way, the attacker tries to
test on each trait of the defender to recognmize the most
efficient trait. In this regard, o< percent of attacker traits are
selected randomly and are replaced in the same traits of

defender as follows:
Nrpain = round{oc.nVar) (3)

where © 15 the percent of selection traits and nVar 1s the
number of all traits in a person. So, Np,gi, 15 the number of
traits that will be tested on the defender.

To explain more, we display an example to clanfy this
operator in Fig. 2. Four traits are considered for each
person. The red box 1s symbol of attacker and green box 1s
considered as defender In this instance, all of traits are
between zero and one. The rate of o is equal to 0.5 1n this
example In this examgple, the defender by retaining rate of
10 15 replaced by the current defender

HiHHD | ease insert Fig. 2 around here ¥

3.3 Spot an attack

To spot an attack, this paper considers four different
techniques involving: obtaiming, phishing, diversion theft
and pretext. These mentioned techniques are used in a
random way to search the feasible space. In addition, they
utilize just only one parameter named £ as an input variable
of search engine The red circle 15 specified the attacker and
the green for the defender Mew position duning procedure of
technique 1s shown by arrows. In all equations, def) ., 1s
shown the new position of defender dunng attack
and def,,; and att are the current position of defender
and attacker. The algorithm is developed in a way that the

user can employ one operator among the four ones.

331. Obtaining

In this technicque, the attacker abuses defender
directly as guidance to obtain the desired goals Fig. 315 also
demonstrated it as a visual simulation used in the fact In this
regard, one new solution 1s generated To create the new

position, this equation 1s proposed:

defpew = defoq X (1 —sin 8 X U(0, 1)) 4)
" (defoid2+ att) o
x U(0,1)

HEEHAD] ease insert Fig. 3 around here®™

33.2. Phishing
To design this technique, the attacker pretends to
approach the defender and then defender moves to a place
that attacker wants to be there This propesed technique
generates two new solutions as shown in Fig. 4 The
equations are displayed as follows:

defl, = att X (1—sinf X U(0,1)) (3
s (defm; att) ng
X U(0,1)
defZ., = def,,; X (1 — sin G_ B) x U(0, 1)) ()
def, .. + att 'nr
U
X U(0,1)

Pl ease insert Fig. 4 around here®™

3.33. Diversion theft
In this techmique, at first the attacker guides the
defender to a position, that in fact, this 15 a deception for
defender. To depict this process, Fig. 5 shows this proposed
technique. In this process, just one solution 1s created The

following equation 15 shown the formulation of this action:

def M
= def,qa X (1—sinf X U(0,1))

(defoia+ att X U(0,1) X sin(z— f))
+ ~ "

sin

X U(0,1)
D] ease insert Fig. 5 around here###

334. Pretext
During this technique, the attacker baits some traits
which are favors for a defender and guides the defender. This
technique 1s useful to defeat the defender Fig. 6 displays this
proposed technique. In this process one solution 15 generated

and created duning this process by following equation:
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defeu (8)
= (defoa X U(0,1) % sin(;—ﬂ}} X (1—sinf
x U(0,1))
. ((defya x U(0,1) x sin(2—8)) + att)
2

x sin 8 X U(0,1)
HiHHD | ease insert Fig. 6 around hers ¥
3.4. Respond to SE attack

New position of the defender 15 evaluated and compared
with the old position of the defender. Then, the best position
for the defender 15 selected and 1f the new position of the
defender 15 better than attacker, the defender and attacker
are exchanged as shown in Fig. 7

HiHHHD | ease insert Fig. 7 around here ¥

3.5. Select anew person as defender
The attacker annihilates the defender and selects a
new person randomly to perform 3E rules.

3.6. Stopping condition
Like other meta-heuristics, the stop condition may be
maximum time of simulation or the quality of best selution
ever found or other selected condition by user. Fig. 7
displays the pseudo-code of proposed algorithm.

### D ease insert Fig. 8 around hers

4. Experimental studies

As mentioned earlier, there have been developed
several metaheunstics with their applications in engineening
problems  For Hajiaghaei-Keshteli  and
Aminnayen firstly used the Keshtel Algorithm (KA) 1n an
integrated scheduling of production and rail transportation
problem [9] Alse, MNazen-Shirkouhi et al [21] used the
Impenalist Competiive Algonthm (ICA) to solve an

example,

integrated product mixz-outsourcing problem for the first
time, as well On the other hand, it 15 formal to study the
performance of novel algorithm with some benchmark
functions After studying the related and recent papers, we
planned to use a well-known problem in vanous research
area to probe the behavier of SEOQ 1n different situations

and to exhibit the performance and effectiveness of this

new optimization algorithm.

4.1. Benchmark functions
In this part, four famous benchmark functions which

have been used in pervious researches are utilized [2, 19,

24]. These problems are numbered as P1 to P71 and all of
them are minimization problems. In all standard functions,
the optimum walue 15 equal te zero. Each of them has
certain characteristics. The detals on these functions are
show in Table 1.

H#H# D ease insert Table 1 around here®#

In addition, propesed SEQ 1s divided inte four
versions relay on four developed techniques in designing a
SE  attack We alse employ some well-known
meta-heuristics such as, GA and SA as well-known old
methods, P50 as one of the best technique 1n swarm -based
algorithms [15], Artificial Bee Colony algonithm (ABC) [14]
and alse some recently developed meta-heunistics like
Impenalist Competitive Algonithm  (ICA), Firefly
Algorithm (FA) [23] and Eed Deer Algonithm (EDA) to
solve the problems, in order te compare with the four
proposed methods. Table 2 shows the walue of parameters
in all algorithms. Besides, in all methods the stopping
condition is time interval and it is equal to 10 seconds in all
problems. In addition, we runs them for thirty times.

FE## D] ease insert Table 2 around here®

The outputs of the methods and the behavior of
algorithms are shown in Table 3 and Fig. 9. The results
show the supertonty of SECQ and its behavior to find the
optimal solution Four versions of SEQ are presented in this
study based on four proposed techniques All of them are
reached optimal solutions and the second technique 1s most
successful in among other four techniques In addition, 1t
seems user can choice suitable technique by considenng the

type and dimension of the problems.

H#H# D ease insert Table 3 around here®#
#H# D ease insert Fig. 9 around here™

4.2. Single machine scheduling problem

In this part, we consider a single machine scheduling
problem.  Single-machine  scheduling or single-resource
scheduling 15 the process of assigning a group of tasks to a
single machine or resource. The tasks are arranged so that
one or many performance measures may be optimized In
many practical scheduling problems, costs ansing from
both earliness and tardiness of individual jobs must be
minimized For example in production systems in which
there are shipping dates for orders, inventory carrying cost
are incurred if jobs are finished earlier than the shipping
dates, and shortage costs (penalty costs and backorder
costs) are incurred if jobs are finished later than the
shipping dates. To minimize the total costs, tardiness and

earliness of jobs should be mimimized We defined the
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earliness and tardiness as max(d; — €, 0) and max(C; —
i i

d;) . respectively, where d; the due date and €, 1s
completion time of job 1.

We know this problem as an MNP-hard problem [4]
In the literature, there have been several meta-heuristics are
used in this preblem [12-13, 17]. In our encoding scheme, a
two-stage technique called Random-Key (RX) 15 utilized to
solve our discrete problems. Researchers use this technique
repeatedly durnng two recent decades [7, 10] This
technique helps to solve our problem with different
methods and operaters. In RE, we have two phases. At first,
we make a solution by randem numbers Secondly, we
convert this solution to a feasible sclution. So, in the first
phase, an array of vanable between zero and one 1s
imtialized Then, we sort the vanables of this array and
specify the sequence of jobs to compute the objective
function. Fig. 10 displays these two steps in initialization of
algorithms. In this instance the rate of 8 1sequalto 0.51n
all techniques And also the total number of traits 15 equal to
4

8D ease insert Fig, 10 around hers##

To compare the proposed algonthms, we utilized
three powerful methods. GA, ICA and RDA are used in this
study. In order, the problems are sorted as well. We define
6 different sizes of problems and assign equal ttme. The
results are shown in Table 4. First of all, these results show
the efficiency and performance of proposed SEQ among the
algorithms. In addition SEO_2 depicts better performance
among other. It should be noted that the results shown in
the table, is the best solution found among thirty runs. Also,
the interaction of problem size and behavior of algorithms
are depicted in Fig. 11, in terms of mean RPD in thirty

runs.

D] ease insert Table 3 around here® ¥
D] ease insert Fig. 11 around here™##

5. Conclusion and future works

In this work, a new optimization algorithm, inspired
by Social Engineering science 15 developed This algorithm
15 so simple and intelligent PBesides, 1t makes a balance
between the phases by creative methods This algonthm
starts with two random solutions. The better solution 1s
selected as the attacker. Dunng the rules of SE strategies,
the attacker reaches desired goals by obtaining defender
and spots a SE attack In our work, four proposed
techniques are proposed to design attacks The result of
experiments shows the performance and efficiency of
proposed method.

For future studies, more comprehensive analyses on
the SEQ may still required to be explered Moreover, we
can employ some other real techniques in SE attacks to
develop the proposed SEC. In addition, some other real
scale optimization problems can be utilized to evaluate the

performance of the proposed algonthm.
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Initialize the attacker and the defender
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Train and retrain

Spot an attack

Respond to attack

Is the number
of attacks
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Select a new person as defender
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condition

Fig. 1 The flowchart of SEO

rai fo defender | Traits for attacker

0.59 | 0.18 | - Nrrain = round{c¢. nVar}
Two new defenders = round{0.5 X 4} =2

[[40 ] Retraining = {50 — 48,50 — 40} = {2,10}

Fig. 2. & simple example of training and retraining process
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Fig. 3. The proposed obtaining technique (technique 1)

Fig. 4. The proposed phishing technique (technique 2)
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Fig. 5. The proposed diversion theft technique (technique 3)

Fig. 6. The proposed pretext technique (technique 4)
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Fig. 7. The exc.hlanging the defender and the attacker

Ti=clock;
Initialize attacker and defender
It=1;
while solving time < Max_time
Do traiming and retraining,
Num_attack=1;
while WMum_attack < Max_attack
Spot an attack;
Check the boundary;
Eespond to attack;
if the OF of defender 15 lower than attacker
Exchange the defender and attacker position,

endif

Num attack=Num_attack+1,
endwhile
Create a new solution as defender;
It=It+1;
Ti=clock;
Solving time=T2- T,

endwhile
Eeturn attacker

Fig. 8. The pseudo-code of proposed SEQ
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P1: Rosenbrock function P2 Quratic function
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—_—

F3 Rastrigin function P4 Ackley function

P35 Greiwank function
P& Schwefel 1.2 function

Fig. 9. The behavior of algorithms in benchmark functions

Defender: Attacker:
0.67 034 0.39 0.26
3 2 4 1

Techni 1:
eEanLque 055 =0.67 X (1 —sin05 X rand)

0.67 + 0.08
(T) ¥ sin0.5 X rand

0.55 0.57 0.64 35
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3 4 & 034+ 076
' 057 =034 X (1 — sin05 X rand) + (—————

2
¥ sin 0.5 X rand
0.89 + 0.12
0.64 = 0.89 X (1 - sin05 X rand) + (————
¥ sin0.5 X rand
026+ 0.73
035 =026X(1—sin05 X rand) + (T

X sin 0.5 X rand

022=0.08x%(1—sin0.5 X rand)

Technique 2:

3.14
072=0.67 X (1— sm[(T) —0.5) X rand)

0.67 +0.08
(—2 ) X sin 0.5 X rand s (0.6? + U.()B)
0.95=0.76%(1—sin05 X rand) 2
034+ 0.76 . 3.1
T] X sin0.5 X rand X sin [(T) —0.5) X rand

0.18=0.12 X (1 —sin 0.5 X rand)

3.14
0.89+ 0.12) « sin 05 X rand 056 = 034 X (1 — sin((T) —0.5) X rand)
2

0.48 =073 X (1 — sin0.5 X rand) 4 (0-3‘” 0.76

026+ 073 g 2
——— ) X sin0.5 Xrand 3.14
2 X sin[(T) — 05) X rand

3.14
039=089x(1- sm((T) —0.5) X rand)

0.89 + 0.12
=)

3.14
¥ sin ((T) — 0.5) * rand

3.14
047 =026 % (1— sm[(T) —0.5) X rand)

026+ 0.73
A

3.14
X sm[(T) — 05) X rand

058 = 0.67 X (1 — sin0.5 X rand) + ((0.67 + 0.08

X sin((a'zﬁ) — 05) X rand)/2)

Technique 3: X sin 05 X rand

0.30 = 0.34 X (1 — sin 0.5 X rand) + ((0.34
+076

(o]

Xrand)/2) Xsin 0.5 X rand
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0.64 = 0.89 X (1 — sin 0.5 X rand) + ((0.89
+0.12

<sin((323) - 0s)

X rand)/2) X sin 0.5 X rand

0.31=10.26 X (1 — sin 0.5 X rand) + ((0.26
+073

<sin(337) - 03)

Xrand)/2) X sin 0.5 X rand

0.35=0.67x sin ((22%) - 05) x rand x (1 -

sin0.5 X rand) + ((0.67 X sin ((ﬂ} — 0.5) X

rand + 0.08)/2) X sin 05 Xrand

0.29=0 34x sin ((222) - 0.5) x rand x (1 -
314

sin05 X rand) + ((0.34 X sin((z—} - 0.5) X
rand + 0.76)/2) X sin 0.5 Xrand

Technique 4
0.35 020 0.18 0.23
4 3 1 3

0.18=0.89X sin ((Ezﬁ} = 0.5) X rand X (1 —

sin0.5 X rand) + (89 X sm((algﬁ)— 0.5) X
rand + 0.12)/2) X sin 05 Xrand

0.23=0.26 X sm((ﬂ) - 0.5) X rand X (1 —

sin05 x rand) + ((0.26 X sin((ﬂ} = 0.5) X

2

rand + 0.73)/2) X sin 05 Xrand
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Fig. 12. The interaction between problem size of SIMP and behavior of algorithms in terms of mean EPD in thirty
time runs
Tables:

Table 1. Benchmark Functions
C=Characteristic, U=Unimodal, M=Multimodal, 5=Separable, IN=Mon-Separable, D=Dimension.

Function Formulation C Range D

n—1 =
Pl Fosenbrock Feay Z (100(x; 42 — 2202 + (% = 1)) TN [—30,30] 30
i=1

B3 Quratic Us [—1.28,1.28] 30

flx) = Zn_ ix! + random[0,1)

o

P3 Rastrigin f(x) = x} — 10 cos(2mx;) + 10 MS  [-5.125.12] 30

P4 Ackley . ——Zﬂexp(—DZ (—jzn o MN [-32, 32] 30
= . i=1 % o

exp(%ELl cos(2mx;)) + 20+ e

Pe Greirwank 1 n e x, M [—600,600] 30
= — £ —+1
£ = 55 20 | [ oo+
i=1
P6 Schwefel 1.2 “ e UN [—100,100] 30
=Y Ol
i=1 i
Table 2
Parameters of the algorithms
Algorithms Parameters
GA Initial population=100, Mazimum time of simulation=10 (Sec), Mutation rate=0.2, Mutation

percentage=0 03, Crossover rate=05, Crossover percentage=0.75

SA Mazimum time of simulaton=10 (Sec), Number of Sub-teration=50, Initial Temperature=10,
Rate of reduction=0.99, Rate of moving=0.05

P30 Imitial population=100, Mazimum time of simulation=10 (Sec), Personal learning coefficient=2,
Global learning coefficient =2, Inertia rate damping ratio=0.99, Initial weight=1

ABC Imitial population=100, Maximum time of simulation=10 {Sec), Abandonment limit parameter

L=round(0.5*nVar*nPop), Acceleration coefficient upper bound=0.3
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ICA Initial population=100, Maximum time of simulation=10 (Sec), Number of empires=8, Mumber of
colontes=Initial population-Mumber of empires, Assimilation coefficient=072, Revolution
probability=0.1, Eate of revolution=0.05, Colonies mean cost coefficient=0.1

Fa Initial population=10, Maximuom time of simulation=10 (Sec), Attraction coefficient base of
value=2, Light absorption coefficient=1, Mutation coefficient=02, Mutation Coefficient Damping
Fatio=099
EDA Imitial population=100, Maximum time of stmulation=10 {Sec), Humber of males=15, Number of
hinds=Initial population-Mumber of males, Alpha=0.9, Betta=0.4, Gamma=0.7
SEO 1 Mazximum time of simulation=10 (Sec), Rate of training=0.2, Rate of spotting a Social
Engineering attack=0.1, Number of attacks=50
SEOQ 2 Maximum time of simulation=10 (Sec), Rate of training=02, Rate of spotting a Social
Engineering attack=0 5, Number of attacks=50
SEO_3 Mazimum time of simulation=10 (Sec), Rate of training=072, Eate of spotting a Social
Engineering attack=0.05, Number of attacks=50
SEO 4 Mazimum time of simulation=10 (Sec), Rate of traiming=0.2, Rate of spotting a Social
Engineering attack=0.05, Number of attacks=50
Table 3
The result of Final output of algorithms
o GA SA FE0 ABC ICA FA RDA SEO 1 SEQ 2 SEQ 3 SEQ 4
Pl 277778 26.515 47.1011 1322873 9.63E+H11 83.40522 26.2837 21.3232 26,6801 281382 288305
P2 24018 11.1288 10.1528 10.8443 903834 9.8375 §.3482 8.4383 D.3847 9.2113 8.3181
P3 193002 329452 23879 289711 17 8435 205132 16.2931 124404 30306 6.6029 7.5429
P4 6.32E-D4 0.3201 0.0023 0.0007 0.481a 1 63E-D4 1.54E-07 00173 00825 0.001a 0.0017
P35 1 23E-04 332E-06 | 6 54E-08 1 54E-02 4 33E-02 1 23E-D4 4 37E07 184E-07 | 128E-10 4 64E-08 3 95E-D8
P& 5 ATE-07 219E-10 | 2.53E-07 4 39E-03 2 55E-03 3 26E-D4 3 2BE-16 238E-18 | 633E-10 528E-19 2.1D0E-21
Table 4
The results of Single Machine Problem (SMP)
Number ofjobs | Time (Sec0) GA ICA RDA SEO I | SEO 2 | SEO 3 | SEO 4
50 5 8019 2012 8358 8641 7034 8240 7831
100 10 111940 118537 114255 112269 109802 118357 110452
150 15 256639 254402 154517 248842 350374 248573 247721
200 20 053543 005432 008107 056733 046702 071881 058041
250 25 1636638 | 1622396 | 1609515 | 1529561 1405036 1671159 1502090
300 30 1204702 | 2327774 | 2308051 2204118 1380018 | 2239834 | 1353895
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