
 

 
           Available online at www.iiec2017.com 

   International Conference on Industrial Engineering  

(IIEC 2017)  
 

 

13th   
Mazandaran 
University of 
Science and 
Technology 

Iran 
Institute of  
Industrial 
Engineering 

 

A clustering based genetic algorithm approach to flexible job shop scheduling problem 
  

 

Atiyeh Mohamadi-talaba, Majid Rafieeb,and Mohamad Khalilzadehc 

 

a M.S.c student in industrial engineering, Department of Industrial Engineering, Sharif University of Technology 

E-mail: Mohamaditalab88@gmail.com  
 

b Assistant Professor, Department of Industrial Engineering, Sharif University of Technology 

E-mail: rafiee@sharif.ir  

 
c Assistant Professor, Department of Industrial Engineering, Islamic Azad University, Science and Research Branch, Tehran 

E-mail:khalilzadeh@srbiau.ac.ir  

 

 

1-Introduction  
 

Nowadays 1  in competitive industrial environment, 

necessity to production in high volume and with high 

quality causes conditions in which companies have to 

implement new production methods such as Just in time or 

lean manufacturing systems. However flexible job shop 

problem is a modified version of classical job shop problem. 

It has been proved that this problem is strongly N-P hard. 

So solving this problem in reasonably computational time 

by implementing the exact solution methods is almost 

intractable. So in recent years many heuristic and 

meta-heuristic approaches have been introduced and 

developed to solve this problem. Hurink et al (1994) [1] 

have presented a tabu search method for this problem. Also 

Dauzere-Peres and Pauli (1997) [2]have implemented a 

tabu search method extending the disjunctive graph 

representation for the classic job shop problem by 

consideration the assignment of different operations to 

available machines. Mastrolilli and Gambardella (2000) [3] 

proposed a tabu search procedure with effective 

neighborhood search method for solving the problem. In 

recent years many various techniques have been introduced 

to solve the Flexible job shop problem. For instance, 

Brandimarte (1993) [4] has proposed a heuristic approach. 

In his heuristic, sequencing of operations is determined 

firstly and then assignment of operations to machines using 

dispatching rules is done. Also a genetic approach has been 

developed to solve the problem. Many hybrid genetic 

algorithms are proposed in last decade, Such as Kacem et al 

(2002) [5], Jia et al.  (2003) [6], Ho and Tay (2004) [7], 

Pezzella et al(2008) [8],Gao et al (2008) [9] which have 

proposed the hybrid genetic and variable neighborhood 

descent algorithm for this problem. The purpose of 

Research proposed by Piroozfard et al [10] is to present a 

multi-objective flexible job shop scheduling problem with 

the objectives of minimizing total carbon footprint and total 

late work criterion, simultaneously, as sustainability-based 

and classical-based objective functions, respectively. Also 

                                                           
 

In order to solve the presented problem effectively, an 

improved multi-objective genetic algorithm is proposed to 

obtain high quality non-dominated schedules. Also Karimi 

et al. [11] have incorporated the transportation times 

between the machines into the flexible job-shop scheduling 

problem using two mixed integer linear programming 

models. Then they have solved the proposed method by 

implementing an adaptation of the imperialist competitive 

algorithm hybridized by a simulated annealing-based local 

search. Gao et al. [12] have addressed flexible job-shop 

scheduling problem with fuzzy processing times and then 

an improved artificial bee colony (IABC) algorithm is 

proposed for FJSP cases defined in existing literature and 

realistic instances in remanufacturing where the uncertainty 

of the processing time is modeled as fuzzy processing time. 

Moreover, a multi-resource-constrained flexible job shop 

scheduling problem that is very common in semiconductor 

manufacturing, precision engineering, and many other 

modern industries is investigated by Gao and Pan [13]. 

They proposed a novel algorithm called the shuffled 

multi-swarm micro-migrating bird optimization 

(SM2-MBO) algorithm to solve the problem, optimally. 

Ahmadi et al. [14] developed two evolutionary algorithms, 

NSGA-II and NRGA in order to stable scheduling of 

multi-objective problem in flexible job shop scheduling 

with random machine breakdown. 

  Actually in flexible job shop there are some jobs should 

be processed. Each job consists of some operation which 

naturally should be done by a given and deterministic 

sequence. In this problem there is more than one machine 

which each operation can assign to it in order to be 

processed. The processing time of each operation on each 

machine is deterministic. Also all the machines are 

available at time zero. The problem is assigning the 

operations into machines in such way a certain objective 

function be minimized. In presented paper the objective 

which is considered as an objective functions makespan. In 

other words, the minimization of the last operation’s 

finished time will be desirable in presented paper. By these 

considerations the flexible job shop scheduling problem can 

be defined as follow: 
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- There are n jobs each of them is independent from 

another and can be processed simultaneously. 

- Each job i  has its own operation sequence denoted by 

 1 2, ,...
ii i i n iJ O O O  where kiO  denotes the k ’th 

operation of i ’th job. 

- There are m equivalent machines which are available at 

time zero. But one machine can process only one operation 

at the same time. 

- For each operation kiO there is a set of machines capable 

of performing this operation. The set is denoted 

by  , 1,...,ki kiM M m .  

-  The processing time of operation kiO on machine j is 

deterministic and can denoted by kijt . 

- The interruption of an operation during its processing time 

should be avoided.  

- The objective is finding a schedule with shortest 

makespan. 

  In this paper a genetic algorithm by novel search 

methods has been proposed to solve the flexible job shop 

problem. The rest of presented paper is organized as follow: 

In section 3 the proposed solution method will be 

introduced and discussed. In section 4 the proposed 

methods efficiency will be verified and the data analysis 

will be done. At last section 5 will conclude this article. 

  

2- PROPOSED GA 
  As stated previously the flexible job shop problem is a 

NP-hard problem [15]. In the recent years many studies 

have been conducted to solve these complex problems 

optimally. Especially many heuristic and meta-heuristics 

have been proposed to solve the flexible job shop problem 

([16], [17], [18]). 

  Accordingly in this paper a new cluster based genetic 

algorithm approach has been developed. Moreover, some 

new search strategies are introduced in order to explore the 

solution space more efficiently. The imperialist competitive 

algorithm is an efficient meta-heuristic evolutionary 

algorithm which starts with a population of solutions, any 

of them called a country. These countries are divided into 

two basic groups. The best answers or the powerful 

countries become the imperialists and the colonies consist 

of rest of the solutions. In this paper, a new meta-heuristic 

hybrid algorithm based on genetic and imperialist 

competitive approaches is implemented in order to find the 

optimal or near- optimal solution. Figure 1 demonstrates a 

schematic view of proposed algorithm, in which colonies 

move toward the best near country instead of moving 

toward the imperialist. Literally, this process prevents the 

algorithm from reaching a local optimal solution. The 

proposed method consists of two competition types. 

 
Fig1- Schematic view of proposed method 

 

2-1- solution representation  

  During the genetic approach which is introduced in this 

paper, a candidate solution is represented by a chromosome 

consists of two sections. The first half denotes the sequence 

of the operations which should be processed on different 

machines and the second denotes the assignment of 

different operations available machines. Let consider the 

following chromosome as an example. 

 

 

 This chromosome states that the operation 2 is the first 

operation which should be processed on machine 1. The 

order of other operations is operation 3 on machine 3, 

operation 1 on machine 2 and operation 4 on machine1. The 

last gene of the chromosome represents the fitness function 

of corresponding chromosome. A set of chromosomes at 

time “t” is called the solution space and each member of a 

solution space is evaluated by a score function. This 

evaluation helps to choose the best string as a parent. 

 

2-2- initial population 

In every meta-heuristic approach it is necessary to 

determine the suitable population size. It is clear that a high 

valu

e of 

population size results in sluggish process in GA and a low 

value will cause less possibility of crossover operator. 

Golberg [18] has suggested the equation 1 to population 

size determination. 

 

 

Where  

 LC is the strings length.   

This equation is suggested for binary coding and maximum 

length of 60 strings. In this paper equation 1 has been used 

for preliminary population size determination. However in 

order to applying crossover operators the nearest multiple 

of 4 to this number has been selected. 

 

2-3- evaluation 

Basically, genetic algorithm is introduced to maximization 

problems solving. Therefore, for maximization problems 

the objective function can be used as a fitness function, but 

for minimization problems a suitable fitness or score 

function should be used. Equation 2 is suggested as a 

0.211.65 2 LC

POP
N    (1) 

2 3 1 4 1 3 2 1 10 
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fitness function where corresponding problem is a 

minimization problem. 

( ) i

i
f t e




 
(2) 

Where, i
 is objective function value. 

By the way, in this paper by applying suitable matrix 

operators, the objective function value is employed as a 

fitness function. 

 

2-4- selection and crossover operators 

The main contribution of presented paper is applying the 

crossover operators on groups of strings. Actually the 

solution space clustering is performed in order to maximize 

the search efficiency.  Here we consider each four strings 

as a batch or cluster. We apply the crossover operators 

based on the best string in each batch on other members of 

corresponding group. Two methods have been used to apply 

crossover operator including: reversing the best string 

(figure 1); two point crossover (figure 2). The crossover 

operators may cause the missing of an operation number as 

observed through the new strings. In other words by 

applying these operators an unfeasible solution may be 

obtained. The strategy used to treat these solutions is 

correction which means the mutation crossover is used to 

correct the infeasible strings. However this strategy may 

increase the computational time of problem.  

 

 
 

Figure 1- reverse the string 

 
Figure 2- two-point crossover 

So, the pseudo code for proposed meta-heuristic can be 

written as follow: 

1-start 

2-Input the initial parameters such the number of iterations 

as in and Populationsize  

3- 0;n   

4-Create the initial population randomly. 

5- 1;n n   

6-Sort the strings based on their objective function values. 

7-Divide the strings into groups with 4 strings and for each 

group do these steps: 

8-Produce two random binary numbers as “r” and “t” 

9-For members 1 t0 3 of each groups do these steps: 

  -If 0, 0r t   apply the first crossover on 

operation sequence. 

  -If  0, 1r t   apply the second crossover on 

operation sequence. 

  -If 1, 0r t   apply the first crossover on machine 

assignment. 

  -If 1, 1r t   apply the second crossover on 

machine assignment. 

10-For the last member of group apply the first crossover 

on operation sequence ond the second one on machine 

assignment. 

11-Correct the infeasible solutions and calculate the 

objective function. 

12-If in n  finish, else go to 5. 

3-NUMERICAL EXAMPLES 
In order to verify the performance of proposed method, we 

compare it with a data set. The data set is proposed by 

Kacem et al [5]. Table1 illustrates the results.  

Also we compare the results by two solution methods 

presented by Ho and Tay [7]. It is obvious that the proposed 

method have the ability to obtain better solutions in 

comparison with other solution methods introduced before. 

Equation 3 calculates the improvement percentage of 

proposed method. 

 

 

 

 

 
100

100

.5

.5

population size

number of iteration

operation sequence crossover probability

machine assignment crossover probability









 

The implemented initial parameters are reported as follow: 

The examples are solved by MATLAB 7 software package. 

Figure 3 shows an optimal or at least close to optimal 

solution for example I1. 

The proposed method can obtain better solutions in cases 1, 

2 and 4. 

 

% ( ) 100
proposed GA Kacem

Kacem

OF OF
improvement

OF


   

 

(3) 
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Figure 3 - solution obtained by proposed GA for I2 instance 

 

Two essential factors should be considered in every 

meta-heuristic are computational time and solution quality. 

So we compare the proposed solution method with 

traditional genetic algorithm which exists in literature.  

Table 2 reports the results. 

 

Table 2- solution quality and run time comparison between 

traditional and proposed genetic algorithms 

 

 
 

Figure 4 is implemented to illustrate this comparison in 

schematic way. It is clear that, the proposed method is more 

efficient in comparison with the other genetic algorithm 

proposed before. As it was pointed before, the solution 

space clustering results in two essential benefits. The first is 

local optimal areas escaping and the second is exploring the 

solution space more efficiently. 

 

Table1- the results comparisons between proposed method 

and methods exist in literature 

 
 

 
Figure 4 - schematic comparison of proposed and 

traditional Gas. 

4-CONCLUSION 
In this paper a new genetic based algorithm was presented 

to flexible job shop scheduling problem. In proposed 

method implementing various crossover methods can 

explore the solution space much better. Also some 

numerical examples are selected from literature and the 

proposed method efficiency was compared with other 

solution methods to solve flexible job shop problem. The 

experimental results verified the proposed methods 

efficiency from solution quality and computational time 

aspects as well. For the future research proposing new 

methods for searching the solution space precisely and 

much better will be truth worthy. 

 

5-REFERENCES 
[1] Hurink, E., Jurisch, B., & Thole, M. (1994). Tabu 

search for the job shop scheduling problem with 

multi-purpose machine. Operations Research 

Spektrum, 15, 205–215. 

[2] Dauzere-Peres, S., & Pauli, J. (1997). An integrated 

approach for modeling and solving the general 

multiprocessor job shop scheduling problem using tabu 

search. Annals of Operations Research, 70(3), 

281–306. 

[3] Mastrolilli, M., & Gambardella, L. M. (2000). 

Effective neighborhood functions for the flexible job 

shop problem. Journal of Scheduling, 3(1), 3–20. 

[4] Brandimarte, P. (1993). Routing and scheduling in a 

flexible job shop by tabu search. Annals of Operations 

Research, 41, 157–183. 

[5] Kacem, I., Hammadi, S., & Borne, P. (2002). 

Approach by localization and multi objective 

evolutionary optimization for flexible job-shop 

scheduling problems. IEEE Transactions on Systems, 

Man, and Cybernetics, Part C, 32(1), 1–13. 

[6] Jia, H. Z., Nee, A. Y. C., Fuh, J. Y. H., & Zhang, Y. F. 

(2003). A modified genetic algorithm for distributed 

scheduling problems. International Journal of 

Intelligent Manufacturing, 14, 351–362. 

[7] Ho, N. B., Tay, J. C. (2004). GENACE: An efficient 

cultural algorithm for solving the flexible job-shop 

problem. In IEEE international conference on robotics 

and automation (pp. 1759–1766). 

[8] Pezzella, F., Morganti, G., & Ciaschetti, G. (2008). A 

genetic algorithm for the flexible job-shop scheduling 

Archive of SID

www.SID.ir

http://www.sid.ir


problem. Computers & Operations Research, 35, 

3202–3212. 

[9] Gao, J., Sun, L., & Gen, M. (2008). A hybrid genetic 

and variable neighborhood descent algorithm for 

flexible job shop scheduling problems. Computers & 

Operations Research, 35, 2892–2907. 

[10] Hamed Piroozfard, Kuan Yew Wong, Wai Peng Wong, 

Minimizing total carbon footprint and total late work 

criterion in flexible job shop scheduling by using an 

improved multi-objective genetic algorithm, 

Resources, Conservation and Recycling, Available 

online 20 December 2016, ISSN 0921-3449, 

http://dx.doi.org/10.1016/j.resconrec.2016.12.001 

[11] Sajad Karimi, Zaniar Ardalan, B. Naderi, M. 

Mohammadi, Scheduling flexible job-shops with 

transportation times: Mathematical models and a 

hybrid imperialist competitive algorithm, Applied 

Mathematical Modelling, Volume 41, January 2017, 

Pages 667-682, ISSN 0307-904X, 

http://dx.doi.org/10.1016/j.apm.2016.09.022. 

[12] Liang Gao, Quan-Ke Pan, A shuffled multi-swarm 

micro-migrating birds optimizer for a 

multi-resource-constrained flexible job shop 

scheduling problem, Information Sciences, Volume 

372, 1 December 2016, Pages 655-676, ISSN 

0020-0255, 

http://dx.doi.org/10.1016/j.ins.2016.08.046. 

[13] Kai Zhou Gao, Ponnuthurai Nagaratnam Suganthan, 

Quan Ke Pan, Tay Jin Chua, Chin Soon Chong, Tian 

Xiang Cai, An improved artificial bee colony algorithm 

for flexible job-shop scheduling problem with fuzzy 

processing time, Expert Systems with Applications, 

Volume 65, 15 December 2016, Pages 52-67, ISSN 

0957-4174, 

http://dx.doi.org/10.1016/j.eswa.2016.07.046. 

[14] hsan Ahmadi, Mostafa Zandieh, Mojtaba Farrokh, 

Seyed Mohammad Emami, A multi objective 

optimization approach for flexible job shop scheduling 

problem under random machine breakdown by 

evolutionary algorithms, Computers & Operations 

Research, Volume 73, September 2016, Pages 56-66, 

ISSN 0305-0548, 

http://dx.doi.org/10.1016/j.cor.2016.03.009. 

[15] Zhang, H., & Gen, M. (2005). Multistage-based 

genetic algorithm for flexible job-shop scheduling 

problem. Journal of Complexity International, 11, 

223–232. 

[16] Gen, M., & Cheng, R. (2000). Genetic algorithms & 

engineering optimization. New York: Wiley. 

[17] Yazdani M, Amiri M, Zandieh M (2010) Flexible 

job-shop scheduling with parallel variable 

neighborhood search algorithm. Expert Sys Appl 

37(1):678–687 

[18] Golberg, D. E.(1989).  Genetic algorithms: in search, 

optimization and machine learning, reading, MA: 

Addison Wesley. 

[19] W.J. Xia, Z.M. Wu, (2005).  An effective hybrid 

optimization approach for multi objective flexible 

job–shop scheduling problems, Computers & Industrial 

Engineering 48 (2) 409–425. 

 

 

 

Archive of SID

www.SID.ir

http://www.sid.ir

